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I. INTRODUCTION

Water in its several forms is the substance most essential to life on earth. Some of
its crystalline forms are stable in certain temperature–pressure ranges and others
are metastable. Although the stable form of water at sufficiently low temperatures
is crystalline, inside this stable phase, water can also exist in liquid form. When
this occurs, water is said to be supercooled. Supercooled water occurs naturally in
the form of small droplets in clouds. If liquid water is cooled quickly enough, the
crystalline phase can be bypassed and a noncrystalline (amorphous) solid, that is,
a glass, is the result. This amorphous glass phase of water is polymorphic, that is,
it can exists in two different forms. Glassy water is undoubtedly the most common
form of water in the universe. Scientists puzzle over the anomalous properties of
glassy water: when it is cooled it becomes more compressible, when compressed
it is less viscous, and when cooled sufficiently, it expands.

Despite the many centuries of research on water and water-based systems, its
unusual properties, anomalous when compared to “normal” liquids, are far from
being understood [1]. In current research, there are several active problems of fun-
damental interest concerning the relevant chemistry and physics of water. Among
these are the anomalies exhibited by water in its thermodynamic response func-
tions, the localization (or the existence) of its glass transition (GT), the way in
which it forms a glass and, when in a pure substance, the existence of a sec-
ond critical point. Our study of the anomalies of water below its melting tem-
perature focuses on its metastable states, that is, its supercooled regime and its
two glassy states. Although water is generally associated with bulk water—for
example, oceans, lakes, rivers, reservoirs, or aqueducts—our focus is on confined
water, that is, water located on surfaces and little cavities thus in microscopic or
mesoscopic structures.

The first anomalous property of liquid water was observed about 330 years ago
[2]. Although most liquids contract as temperature decreases, liquid bulk water
begins to expand when its temperature drops below 277K. Indeed, a simple kitchen
experiment demonstrates that the bottom layer of a glass of unstirred iced water
remains at 277K while colder layers of 273K water float on top. The anomalous
properties of liquid bulk water become more pronounced in the supercooled region
below the melting temperature, Tm = 273K [2,3].

A salient characteristic of liquid water at ambient pressure is that its thermo-
dynamic response functions (response of density ρ or of the entropy S to changes
in temperature T or pressure P) sharply increase in magnitude upon cooling. As
shown in Fig. 1, the increase begins at 319K for the isothermal compressibility
(Fig. 1a) KT = (∂ ln ρ/∂ ln P)T , at 308K for the isobaric specific heat (Fig. 1b)
Cp = T (∂S/∂T )p, and at 277K for the magnitude of the thermal expansion coeffi-
cient (Fig. 1c) αp = −(∂ ln ρ/∂T )p. In particular, while the anomalies displayed by
liquid water are apparent above Tm, they become more striking as one supercools
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Figure 1. Examples of water’s thermodynamic anomalies. Dependence on temperature of
(a) the isothermal compressibility KT , (b) the isobaric specific heat Cp, and (c) the coefficient of
thermal expansion αp. The behavior of water is indicated by the solid line; that of a typical liquid by
the dashed line. Data from Ref. [5]. Bottom: Schematic illustration of different temperature domains,
at atmospheric pressure, of H2O. Only one domain is stable; the others are metastable.

below Tm. In fact, extrapolated from their values at moderately supercooled states,
below the lowest temperatures measurable, all these functions appear to diverge at
a singular temperature around TS = 228K [4].

Each thermodynamic response function is associated with microscopic fluctu-
ations: KT = 〈(δV )2〉/kBTV is proportional to volume (or density) fluctuations
(δV ) and Cp to the entropy fluctuations (δS) at fixed pressure: Cp = 〈(δS)2〉/kB
whereas αp = 〈δSδV 〉/kBTV reflects the S and V cross-correlations. In typical
liquids, V and S fluctuations become smaller as the temperature decreases. In
water, the fluctuations of these quantities become more pronounced as the temper-
ature decreases. δV and δS in most liquids are positively correlated: an increase
in volume results in a corresponding increase in entropy, instead in water for
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T < 277K, are anticorrelated, thus an increase in volume brings about a decrease
in entropy.

These anticorrelations become increasingly pronounced in the supercooled state
of water. Their microscopic origin lies in the tetrahedral symmetry in the local
ordering of the molecules. This ordering is driven by a hydrogen bonding (HB)
interaction that is a noncovalent interaction between an electropositive hydrogen
atom on one molecule and an electronegative oxygen atom on another molecule.
Thus, in ordinary ice each water molecule has four nearest neighbors and acts as a
hydrogen donor to two of them and a hydrogen acceptor for the other two. Unlike
ice, which is a permanent tetrahedral network held together by hydrogen bonds,
the tetrahedrality of liquid water is local and transient. Regions of local tetrahedral
order possess a larger specific volume than the average specific volume—unlike
a region of, for example, local close-packed order. On the other hand, the entropy
always decreases on cooling because the specific heat is, of necessity, positive. As
T decreases, the local specific volume increases due to the progressive increase in
tetrahedral order. Thus, the entropy and volume can become anticorrelated, and αp

can become negative. This is also a property of other liquids with local tetrahedral
symmetry, such as silica.

When water is sufficiently cold, its diffusivity increases and its viscosity de-
creases upon compression. Pressure disrupts the tetrahedral HB network, and the
molecular mobility consequently increases. In contrast, compression of most other
liquids leads to a progressive loss of fluidity as molecules are squeezed closer to-
gether. The anomalous pressure dependence of water’s transport coefficients [2,3]
occurs below ≈ 306K for the viscosity and below ≈ 283K for the diffusivity, and
persists up to pressures of around 2 kbar. Recent studies on diffusion show that,
as T approaches the supercooled region, motion becomes increasingly complex.
Simulations in particular show that during a randomly selected picosecond time
interval, most water molecules are confined or “caged” by the HB network [6].
Only a small fraction of the caged molecules is able to break out of their cages.
Rather than being isolated, these newly freed molecules appear to form clusters
not altogether unlike the dynamic heterogeneities that are believed to be distin-
guishing features of supercooled liquids in general [2]. Thus in the supercooled
state water is both spatially and dynamically heterogeneous.

Figure 1 (bottom) is a schematic illustration of the different temperature do-
mains of H2O at atmospheric pressure. One domain is stable; the others are
metastable. All the indicated values are experimentally observed, except TS, a
fitting parameter that emerges by assuming the singular behavior proposed for
KT [4]. The region between the homogeneous nucleation curve TH(P) and the
crystallization curve TX(P) is a kind of “No-Man’s Land,” as experiments on the
liquid phase cannot be performed. The temperatures denoted 60, 46, 20, and 4◦C
indicate the onset of anomalies in the sound velocity, isothermal compressibility,
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shear viscosity, and density, respectively. TB is the boiling temperature and Tg is the
GT temperature. Water can also exists in a glassy form at the lowest temperatures.
Depending on T and P , water has two amorphous (glassy) phases with different
structures—low-density amorphous (LDA) and high-density amorphous (HDA)
ice—and thus exhibits polyamorphism. LDA can be formed from HDA and vice
versa. If LDA is heated it first undergoes a glass-to-liquid transition into a highly
viscous fluid and then, at TX = 150K, crystallizes into cubic ice [7,8].

Water, like any liquid, can be heated above its boiling point without undergoing a
phase transition. The attainable temperature, which is controlled by the nucleation
rate, is ∼ 553K. At atmospheric pressure it is possible to supercool water to its
homogeneous nucleation temperature TH ≈ 231K, at which the nucleation rate
suddenly becomes very large. Thus, the temperature range over which water can
exist as a liquid (231–553K) is more than three times larger than the normal stability
range (273–373K). Limits of supercooling or superheating, being kinetic in nature,
are not absolute and can be bypassed if the observation time is shorter than the
nucleation time.

An experimentally inaccessible T region exists in bulk water between TH and
TX. This interval between the glassy and liquid phase is a frontier domain whose
experimental exploration is key to a full understanding of metastable water. The
observation of liquid bulk water in this experimental range is challenging regardless
of whether one attempts to enter the No-Man’s Land by cooling liquid water or by
heating glassy water [3]. Supercooling is challenging because the nucleation time
becomes extremely short below TH. In the 140–150K range, the extremely large
viscosity causes the nucleation rate to slow down. In principle this allows a much
longer observation time, but when glassy water is heated it crystallizes at about
150K (TX).

Because glasses are nonequilibrium materials, their physical properties depend
on the process used to make them and, in principle, different glassy forms can
be obtained by following different preparation protocols. It is thus not surprising
that water can have different glassy phases. However, water is unusual in that
the transformation between different forms can be sharp and reversible and is
accompanied by large changes in fundamental physical properties such as the
density, a behavior suggestive of a thermodynamic phase transition. Two forms
of glassy water, which correspond to two different local tetrahedral arrangements,
have been studied extensively: LDA [9] and HDA [7] ice. HDA has a structure
similar to that of high-pressure liquid water, suggesting that HDA may be a glassy
form of high-pressure water [10], just as LDA may be a glassy form of low-pressure
water. Water has, thus, at least two different amorphous solid forms, a phenomenon
called polyamorphism [8,11], and recently additional forms of glassy water have
been the focus of active experimental and computational investigations [12–14], for
example, very high-density amorphous ice (VHDA) [12]. The glassy states differ
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in structure as revealed by neutron scattering, X-ray diffraction (XRD), and Raman
spectroscopy, and in thermodynamic properties such as density. Different routes to
the formation of glassy water are possible. HDA is formed by the pressure-induced
amorphization of ordinary ice (ice Ih), the compression of LDA, the rapid cooling of
emulsified liquid water at high pressure, or the constant-volume (isochoric) heating
of VHDA. LDA is formed by rapidly cooling water vapor or liquid water after
annealing. It is also formed by heating decompressed HDA or VHDA. VHDA is
formed by annealing HDA at high pressure. All of these processes are irreversible.
A reversible technique is the transformation between LDA and HDA by pressure
cycling at about 135K and 2 kbar.

The commonly accepted value for water’s GT temperature at ambient pressure
is Tg = 136K (assigned to the LDA glass transition). Increasing the temperature
leads to the formation of an extremely viscous liquid water and the crystallization
to cubic ice at 150K. An alternative and controversial hypothesis is that Tg is
located at a different temperature value [15]. Due to the importance of this subject,
we will discuss the Tg location and its interpretation in a next section.

II. CURRENT HYPOTHESES

Many classic “explanations” for the behavior of liquid bulk water have been devel-
oped [16–18]. A truly coherent picture of the thermodynamics of metastable water
should make clear (a) the anomalous behavior of the thermodynamic parameters in
the supercooled region, (b) the properties and nature of the transition between the
two glassy phases LDA and HDA, and (c) the relationship between supercooled
and glassy water.

Three hypotheses attempting to rationalize these experimental observations are
under current discussion:

(i) The stability limit conjecture [19], which assumes that the spinodal tempera-
ture line Tsp(P) between two liquids with different densities in the pressure–
temperature (P–T ) phase diagram connects at negative P to the locus of the
liquid-to-gas spinodal for superheated bulk water. Liquid water cannot exists
when cooled or stretched beyond the line Tsp(P).

(ii) The singularity-free scenario [20], which considers the possibility that the
observed polyamorphic changes in water resemble a genuine transition, but
are not. For example, if water is a locally structured transient gel comprised
of molecules held together by HBs whose number increases as temperature
decreases [21,22], then the local “patches” or bonded sub-domains [23,24]
lead to enhanced fluctuations of specific volume and entropy and of their
negative cross-correlations whose anomalies closely match those observed
experimentally. In this scenario, the amorphous states are the correspond-
ing vitreous forms of the LDL and HDL. Upon supercooling, the response
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Figure 2. The phase diagram of water in the P–T plane [2,3]. TH denotes the homogeneous
nucleation temperature line, TX is the crystallization line of amorphous water, Tm is the melting tem-
perature line, and Tmd is the maximum density line. TW indicates the Widom line locus.

functions increase sharply but remain finite displaying pronounced maxima
with respect to temperature. The transition between LDA and HDA is contin-
uous. Because sharp maxima in the response functions imply large changes
in entropy and volume, the transition between LDA and HDA is predicted
to occur in a narrow interval of temperature and pressure that is difficult to
distinguish experimentally from a true line when glassy phases are involved.

(iii) The LLPT hypothesis [25] arose from MD studies on the structure and equa-
tion of state of supercooled bulk water. According to this model, the transition
between LDA and HDA is a low-temperature manifestation of a first-order
transition between two phases of liquid water: LDL and HDL. In this hy-
pothesis, LDA and HDA are simply their corresponding vitreous forms. The
transition terminates at a LL critical point. Below this hypothesized second
critical point (C′) the liquid phase separates into two distinct liquid phases: a
LDL phase at low pressures and a HDL at high pressure (Fig. 2). Near the hy-
pothesized LL critical point bulk water is a fluctuating mixture of molecules
whose local structures resemble the two phases, LDL and HDL. The “critical
fluctuations” that are enhanced well above the critical temperature influence
the properties of liquid bulk water, thereby leading to the observed anoma-
lies. This theory predicts that the second low-T liquid–liquid critical point is
at TC′ ≈ 200K, PC′ ≈ 1 kbar. This approach has been supported by several
theoretical studies [26–29].
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From a structural point of view, all the proposed scenarios give a key role to the
tetrahedral geometry of the local HB interaction pattern. In the liquid state this HB
network governs the overall structure and dynamics of water. Further, the LLPT
approach focuses on the so-called Widom line, that is, the locus of the maximum
correlation length [30,31]. Along the Widom line, the response functions show
extremes and finally diverge at the critical point.

Due to the experimental difficulty in exploring the No-Man’s Land, the phase
diagram shown in Fig. 2 and the physical scenario proposed by the LLPT hypoth-
esis (and in particular the Widom line) until very recently were only hypothesized
and not completely proven. The power-law approach, used for many years to ex-
plain water singularities, corresponds to the extension of a first-order transition
line beyond the critical point. Thus, when experimentally approaching the Widom
line, the thermodynamic response functions should behave as though they were
going to diverge with critical exponents, but they do not.

A. Selected Experimental and Simulation Results

Many experiments have been performed to test the various hypotheses discussed
in the previous section, but there is as yet no widespread agreement on which
physical picture, if any, is correct. The connection between liquid and the two
amorphous forms predicted by the LLPT hypothesis is difficult to prove experi-
mentally because supercooled water freezes spontaneously below the nucleation
temperature TH, and amorphous ice crystallizes above the crystallization tempera-
ture TX [32,33]. Crystallization makes experimentation on the supercooled liquid
state between TH and TX almost impossible. However, comparing experimental
data on amorphous ice at low temperatures with those of liquid water at higher
temperatures allows an indirect discussion of the relationship between the liquid
and amorphous states. It is found from neutron diffraction studies [10] and simu-
lations that the structure of liquid water changes toward the LDA structure when
the liquid is cooled at low pressures and changes toward the HDA structure when
cooled at high pressures, which is consistent with the LLPT hypothesis. Because
their entropies are small, the two amorphous states are presently considered to be
smoothly connected thermodynamically to the liquid state [34].

In principle, it is possible to investigate experimentally the liquid state in the
region between TH and TX during the extremely short-time interval before the liq-
uid crystallizes into ice [8,33]. Because high-T liquid bulk water becomes LDA
without crystallization when it is cooled rapidly at 1 bar [35], LDA appears di-
rectly related to liquid water. A possible connection between liquid bulk water at
high pressure and HDA can be seen when ice crystals are melted by increasing
the pressure [8]. Other experimental results [33] on the high-pressure ices that
might demonstrate a LL first-order transition in the region between TH and TX
have been obtained.
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Figure 3. Molecular dynamics snapshots of LDL and HDL, coexisting and separating in liquid
water [3].

Water is challenging to simulate because it is a molecular liquid for which
there is no precise yet tractable intermolecular potential that has been universally
accepted. Nevertheless simulations have some distinct advantages over experi-
ments. Although experiments cannot probe the “No-Man’s Land,” simulations can
probe structure and dynamics well below TH because nucleation does not occur on
the timescale used by computer simulations. Of the three hypotheses above, the
LLPT hypothesis is best supported by simulations, some using the ST2 potential,
which exaggerates the real properties of bulk water, and others using the SPC/E
and TIP4P potentials, which underestimate them [25,36,37]. Recently simulations
have begun to appear using the more reliable TIP5P potential [38,39]. The precise
location of the LL critical point is difficult to obtain since the continuation of the
first-order line is a locus of maximum compressibility.

Further, computer simulations may be used to probe the local structure of water.
At low temperatures, many water molecules appear to possess one of two principal
local structures, one resembling LDA and the other HDA [25,36,40]. Experimen-
tal data can also be interpreted in terms of two distinct local structures [41,42].
Figure 3 is a MD snapshot of LDL and HDL phases coexisting and separating in
liquid water. The subset of water molecules in the left panel have a smaller local
density than the average, whereas the one reported in the right panel have a larger
local density [3].

B. Understanding “Static Heterogeneities”

The systems in which water can be confined are diverse, including the rapidly
developing field of artificial “nanofluidic” systems (devices on the order of a
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nanometer or less that convey fluids). Confined water is of interest because
phenomena that occur at a given set of conditions in bulk water occur under
perturbed conditions for confined water [43–45]. For example, the coordinates
of the hypothesized LL critical point lie in the experimentally inaccessible No-
Man’s Land of the bulk water phase diagram, but appear to lie in an accessible
region of the phase diagrams of both two-dimensionally and one-dimensionally
confined water [46]. Simulations have been carried out to understand the effect
of purely geometrical confinement [47,48] and of the interaction with hydrophilic
[49] or hydrophobic [50] surfaces. Studying how confinement affects the phase
transition properties of supercooled water [48] may also help us clarify the pos-
sible presence of a LLPT in water. Recent work on the phase behavior of con-
fined water suggests a sensitive dependence on the interaction with surfaces [50],
as the existence of a LLPT appears to be consistent with simulations of water
confined between two parallel flat hydrophobic walls. Efforts are being made to
extend this work to hydrophilic pores, such as those in Vycor glasses or biolog-
ical situations, and to hydrophobic hydrogels, systems of current experimental
interest [51–53].

C. Potentials with Two Characteristic Length Scales

A critical point appears if the pair potential between two particles of the system
exhibits a minimum, and Fig. 4a shows such an idealized system. At high T , the
system’s kinetic energy is so large that the potential well does not have an effect,
and the system is in a single “fluid” (or gas) phase. At T < TC and P > PC, the
fluid is influenced by the minimum in the pair potential such that it can condense
into the low specific volume (V ) liquid phase. At lower P (P < PC), the system
explores the full range of distances, the large V gas phase.

If the potential well has the form shown in Fig. 4a, the attractive potential
well of Fig. 4b is now bifurcated into a deeper outer subwell and a more shallow
inner subwell. Such a two-minimum potential can give rise to the occurrence at
low temperatures of a LL critical point at (TC′ , PC′ ) [55]. At high T , the system’s
kinetic energy is so large that the two subwells have no appreciable effect on
the thermodynamics and the liquid phase can sample both subwells. However at
T < TC′ and P < PC′ , the system must respect the depth of the outer subwell and
the liquid phase “condenses” into the outer subwell (the LDL phase). At higher P ,
it is forced into the shallower inner subwell (the HDL phase).

The above arguments concern the average or “thermodynamic” properties, but
can also help us determine the local properties of individual molecules [41]. We take
an idealized fluid with a potential of the form of Fig. 4a and suppose that T is, say,
1.2 TC so that the macroscopic liquid phase has not yet condensed out. Although
the system is not entirely in the liquid state, small clusters of molecules begin to
coalesce into the potential well, thereby changing their characteristic interparticle
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Figure 4. Top: (a) Idealized system characterized by a pair interaction potential with a single
attractive well. (b) Idealized system characterized by a pair interaction potential whose attractive well
has two subwells, the outer of which is deeper and narrower. (c) Two idealized interaction clusters
of water molecules in configurations that may correspond to the two subwells of (b). Bottom: the
“two-scale” Jagla ramp potential with attractive and repulsive ramps [54].
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spacing (and hence their local V and entropy, S), and the fluid system experiences
spatial fluctuations characteristic of the liquid phase even though this phase has
not yet condensed out of the fluid at T = 1.2 TC. δV fluctuations are measured by
the KT(T ) and δS fluctuations by the Cp(T ), so these two functions should start
to increase from the values they would have if there were no potential well at all.
As T decreases toward TC, the magnitude of the fluctuations (and hence of the
KT(T ) and the Cp(T )) increases monotonically and in fact diverges to infinity as
T → TC. The cross-fluctuations of δV and δS are proportional to the coefficient of
thermal expansion (αp), and this (positive) function should increase without limit
as T → TC.

Consider an idealized fluid with a potential of the form shown in Fig. 4b, and
suppose that T is now below TC but is 20% above TC′ , so that the LDL phase
has not yet condensed out. The liquid can nonetheless begin to sample the two
subwells and clusters of molecules will begin to coalesce in each well, with the
result that the liquid will experience spatial fluctuations characteristic of the LDL
and HDL phase even though the liquid has not yet phase separated. The δV and
δS fluctuations will increase, and the KT and Cp begin to diverge. When the outer
well is narrow, if a cluster of neighboring particles samples the outer well it has a
larger V and a smaller S, thus the anticorrelated cross-fluctuations (αp) are now
negative and approaching −∞ as T decreases toward TC′ .

When the value of TC′ is lower than the value of TH, the phase separation
discussed above occurs only at temperatures so low that the liquid freezes! In this
case, the “hint” of the LL critical point C′ is the presence of these local fluctuations,
whose magnitude grows as T decreases, but never diverges if the point C′ is never
reached. Thermodynamic functions are observed experimentally to increase if
they diverge to ∞ or −∞ but at a temperature below the range of experimental
accessibility.

When considering a complex and unknown nonlinear potential between water
molecules, the tetrahedrality of water dictates that the outermost well corresponds
to the ordered configuration with lower S. Thus, although we do not know the
actual form of the intermolecular potential in bulk water, it is not implausible that
the same considerations apply as those discussed for the simplified potential shown
in Fig. 4b. Indeed, extensive studies of such pair potentials have been carried out
recently and the existence of the LL critical point has been demonstrated in such
models [27–29,56–58].

More concrete and plausible conclusions are obtained with a bifurcated po-
tential well of the form of Fig. 4b, considering that one can crudely approximate
water as a collection of 5-molecule groups called Walrafen pentamers (Fig. 4c)
[41]. The interaction strength of two adjacent Walrafen pentamers depends on
their relative orientations. The first and the second energy minima of Fig. 4b cor-
respond to the two configurations of adjacent Walrafen pentamers with different
mutual orientations (Fig. 4(c)). The two local configurations (1 and 2) in Fig. 4c are
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(i) a high-energy, low-V , high-S, nonbonded state (1), or (ii) a low-energy, high-V ,
low-S, bonded state (2). The difference in their local structure resembles the dif-
ference in the local structure between a high-P crystalline ice (such as ice VI or
ice VII) and a low-P crystalline ice (such as ice Ih) (Fig. 4(c)).

The region of the P–T plane along the line continuing from the LDL–HDL
coexistence line extrapolated to higher T above the second critical point is the
locus of points where the LDL, on the low-P side, and the HDL, on the high-P
side, are continuously transforming. This is called the Widom line and is defined to
be the locus of points where the correlation length is maximum. Near this line, two
different kinds of local structures, having either LDL or HDL properties, “coexist.”
The entropy fluctuations are largest near the Widom line, so here Cp shows a
maximum, displaying a λ-like appearance [59]. The increase in Cp resembles the
signature of a glass transition as suggested by mode-coupling theory (MCT) [60].
Careful measurements and simulations of static and dynamic correlation functions
[61,62] may be useful in determining the exact nature of the apparent singular
behavior near 220K.

D. Two Length Scales Potentials: Tractable Models

The above discussion is consistent with the possible existence of two well-defined
classes of liquids: simple and water like. The formers interact via spherically
symmetric nonsoftened potentials and do not exhibit thermodynamic or dynamic
anomalies. One can calculate translational and orientational order parameters
(t and q), and project equilibrium state points onto the (t, q) plane thereby
generating what is termed the Errington–Debenedetti (ED) order map [24]. In
water-like liquids, interactions are orientation dependent; these liquids exhibit
dynamic and thermodynamic anomalies, and their ED “order map” is in general
two-dimensional but becomes linear (or quasi-linear) when the liquid exhibits
structural, dynamic, or thermodynamic anomalies.

Hemmer and Stell [55] showed that in fluids interacting via pairwise-additive,
spherically symmetric potentials consisting of a hard core plus an attractive tail,
softening of the repulsive core can produce additional phase transitions. This pi-
oneering study elicited a considerable body of work on so-called core-softened
potentials that can generate water-like anomalies [58,63–67]. This important find-
ing implies that strong orientational interactions, such as those that exist in water
and silica, are not a necessary condition for a liquid to have thermodynamic and
dynamic anomalies.

A core-softened potential has been used [55] to explain the isostructural solid–
solid critical point present in materials such as Cs and Ce, for which the shape of
the effective pair potential obtained from scattering experiments is “core-softened”
[2,55,64,65,68]. Analytical work in 1d, 2d, and 3d have suggested a LLPT but not
density anomalies [58,65,66,69,70]. The continuous version of the shouldered
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attractive potential showed not only the LL critical point but also the density
anomaly. The soft-core potential was used to investigate the relationship between
the configurational entropy Sconf and the diffusion coefficient D. Recent work using
the SPC/E potential [70] has suggested that the temperature–density dependence
of Sconf may correlate with D, and that the maximum of Sconf tracks the density
maxima line.

Two questions arise naturally from this emerging taxonomy of liquid behavior.
First, is structural order in core-softened fluids hard-sphere or water-like? Second,
is it possible to seamlessly connect the range of liquid behavior from hard spheres
to water like by a simple and common potential by simply changing a physical
parameter?

Recently a simple spherically symmetric “hard-core plus ramp” potential was
used to address the first question [71]. It was found that this core-softened potential,
with two characteristic length scales, not only gives rise to water-like diffusive and
density anomalies but also to an ED water-like order map. The anomalies evolution
was studied by using the ratio λ of hard-core and soft-core length scales as a control
parameter. The calculations revealed a negative thermal expansion coefficient (a
static anomaly) and an increase of D upon isothermal compression (a dynamic
anomaly) for 0 ≤ λ < 6/7. As in bulk water, the regions where these anomalies
occur are nested domes in the (T, ρ) or (T, P) planes, with the “thermodynamic
anomaly dome” contained within the “dynamic anomaly dome.” The ED order map
evolves from water-like to hard-sphere like in the range 4/7 ≤ λ ≤ 6/7. Thus,
the range of liquid behavior encompassed by hard spheres (λ = 1) and water
like (λ ∼ 4/7) was traversed by simply varying λ. To establish whether a ratio
of competing length scales close to 0.6 is generally associated with water-like
anomalies in other core-softened potentials new measurements are needed, for
example, using a linear combination of Gaussian [72] potentials of different widths
to achieve two characteristic length scales.

In order to better understand liquid polyamorphism [73,74], a systematic study
was carried out on the effects of λ, the ratio of characteristic energies on the
existence of a LL transition, the positive or negative slope of the line of first-order
LL transition in the (P, T ) plane, and the relationship, if any [58], between the LL
transition and density anomalies. Calculations were performed in parallel for both
confined and bulk water, and a spherically symmetric potential with two different
length scales called the Jagla potential with both attractive and repulsive parts was
used [58,64,65]. The potential is defined as

U(r) =

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

∞ for r < a

UA + (UA − UR)(r − b)/(b − a) for a < r < b

UA(c − r)/(c − b) for b < r < c

0 for r > c
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where UR = 3.5U0 is the repulsive energy, UA = −U0 is the attractive part, a is
the hard core diameter, b = 1.72a is the well minimum, and c = 3a is the cutoff
at large distance (see Fig. 4).

Using this “two-scale” potential in molecular dynamics simulations [58,65]
has revealed a liquid–liquid phase transition with a positively sloped coexistence
line ending at a critical point well above the equilibrium melting line, allowing
the study of dynamic behavior in the vicinity of this liquid–liquid critical point.
Below the critical point, the dynamics in the more ordered HDL are much slower
than the dynamics in the less ordered LDL, thus identifying a dynamic crossover
and a Widom line (i.e., the extension of the coexistence line into the one-phase
region). In addition, the model has suggested a possible general relation between
a liquid–liquid phase transition and the change in dynamics.

E. Understanding “Dynamic Heterogeneities”

Both simulations and experiments are consistent with the possibility that the LL
critical point, if it exists at all, lies in the experimentally inaccessible No-Man’s
Land. If this is the case, at least two reactions are possible:

(i) If something is not experimentally accessible, then it does not deserve
discussion.

(ii) If something is not experimentally accessible, but its influence is experimen-
tally accessible, then discussion is warranted.

Because accepting option (i) means there is nothing more to discuss, option
(ii) has guided most of the research thus far. It has been observed that the effects
of a critical point extend a long distance from its actual coordinates. If we con-
fine water, the homogeneous nucleation temperature decreases and we can enter
the No-Man’s Land and look for the LL critical point. Experiments at MIT and
Messina have demonstrated that, for nanopores of 1.5 nm diameter, the No-Man’s
Land disappears and the liquid state can be supercooled all the way down to the
glass temperature. Thus, by studying confined water we can directly test, for the
first time, the LLPT hypothesis. Using two independent techniques, neutron scat-
tering and NMR, the MIT and Messina groups found a sharp kink in the dynamic
properties (a “dynamic crossover”) at the same temperature TL ≈ 225K [46,75] for
both techniques. The calculations on bulk models [54] are not inconsistent with the
tentative interpretation that this dynamic crossover is caused by the system passing
from the high-temperature high-pressure “HDL” side of the Widom line (where
the liquid might display fragile behavior) to the low-temperature low-pressure
“LDL” side of the Widom line (where the liquid might display strong behavior).
By definition, the Widom line, that is, the line in the pressure-temperature plane
where the correlation length has its maximum, arises only if there is a critical point.
Hence interpreting the MIT–Messina experiments in terms of a Widom line is of
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potential relevance to testing experimentally, in confined water, the liquid–liquid
critical point hypothesis.

The interpretation of the dynamic crossover could have implications for nanoflu-
idics and perhaps even for natural confined water systems, for example, biological
macromolecules.

F. Possible Significance of the Widom Line

This interpretation of the MIT–Messina experiments relies on the Widom line
concept, which is still not widely accepted—even though it has been widely known
among experimentalists since its introduction in the 1958 Ph.D. thesis of J.M.H.
Levelt (now Levelt-Sengers) [31]. By definition, a Widom line arises only from a
critical point and, if their experiments can be rationalized by the existence of such
a Widom line, the MIT–Messina results are consistent with the existence of a LL
critical point in confined water.

In a first-order phase transition, thermodynamic functions by definition discon-
tinuously change as one cools the system along a path crossing the equilibrium
coexistence line (Fig. 5a, path β). In a real experiment, however, this discontinuous
change may not occur at the coexistence line because a substance can remain in a
supercooled metastable phase until a limit of stability (a spinodal) is reached [2]
(Fig. 5b, path β).

If the system is cooled isobarically along a path above the critical pressure PC
(Fig. 5b, path α), the state functions continuously change from the values character-
istic of a high-temperature phase (gas) to those characteristic of a low-temperature
phase (liquid). The thermodynamic response functions, which are the derivatives
of the state functions with respect to temperature (e.g., Cp), have maxima at tem-
peratures denoted Tmax(P). Remarkably these maxima are still prominent far above
the critical pressure [31], and the values of the response functions at Tmax(P) (e.g.,
Cmax

p ) diverge as the critical point is approached. The lines of the maxima for
different response functions asymptotically approach one another as the critical
point is approached, since all response functions become expressible in terms of
the correlation length. This asymptotic line is sometimes called the Widom line,
and is often regarded as an extension of the coexistence line into the “one-phase
regime.”

Suppose the system is cooled at constant pressure P0. (i) If P0 > PC (“path
α”), experimentally measured quantities will change dramatically but continuously
in the vicinity of the Widom line (with huge fluctuations as measured by, e.g.,
Cp). (ii) If P0 < PC (“path β”), experimentally measured quantities will change
discontinuously if the coexistence line is actually seen. However, the coexistence
line can be difficult to detect in a pure system due to metastability, and changes
will occur only when the spinodal is approached where the gas phase is no longer
stable.
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Figure 5. Schematic illustration on the significance of the Widom line [54].

In the case of water, the most important solvent for biological functions [76], a
significant change in dynamic properties has been suggested to take place in deeply
supercooled states. Unlike other network forming materials [77], water behaves as
a fragile liquid in the experimentally accessible window [78]. Based on analogies
with other network forming liquids and with the thermodynamic properties of
the amorphous forms of water, it has been suggested that, at ambient pressure,
liquid water should show a crossover between fragile behavior at high-T to strong
behavior at low-T [64,79] in the deep supercooled region of the phase diagram
below the homogeneous nucleation line. This region may contain the hypothesized
LL critical point [25], the terminal point of a line of a first-order LLPT. Because
nucleation can be avoided in confined geometries, dynamic crossovers in confined
water were recently studied experimentally [46,48,80]. A dynamic crossover has
also been associated with the LLPT in both silicon and silica [81]. The following
section tentatively interprets the observed fragility transition in water as occurring
when the Widom line emanating from the hypothesized LL critical point is crossed
[81] (Fig. 5c and d, path α).
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III. METHODS FOR THE CONFINED WATER
DYNAMIC CROSSOVER

Using MD simulations [82,83], we studied three models, each of which has a LL
critical point. Two (the TIP5P and the ST2) treat water as a multiple-site rigid body
that interacts via electrostatic site–site interactions complemented by a Lennard–
Jones potential. The third is the spherically symmetric “two-scale” Jagla potential
with attractive and repulsive ramps. In all three models the loci of maxima of
the relevant response functions, KT and Cp, which coincide close to the critical
point and give rise to the Widom line, were evaluated. The hypothesis that, for all
three potentials, a dynamic crossover occurs when the Widom line is crossed, was
carefully explored.

For TIP5P, a LL critical point [38,39], from which the Widom line develops,
was found. The coexistence curve is negatively sloped, so the Clapeyron equa-
tion implies that the high-T phase is HDL and the low-T phase LDL. The dif-
fusion coefficient D was evaluated from the long time limit of the mean squared
displacement along isobars. It was found that isobars crossing the Widom line
(path α) show a clear crossover (i) from a non-Arrhenius behavior at high T [which
can be well fitted by a power-law function D ∼ (T − TMCT)γ ], consistent with the
MCT predictions [84], (ii) to an Arrhenius behavior at low T [D ∼ exp(−Ea/T )].
The crossover between these two functional forms takes place when crossing the
Widom line. For paths β, crystallization occurs in TIP5P [38], so the hypothesis that
there is no fragility transition cannot be checked at low T . Hence, a related poten-
tial, ST2, was considered for which crystallization is absent within the timescale of
the simulation [85]. This potential also displays a LL critical point [25,85]. Along
paths α a fragility transition may take place, while along paths β the T -dependence
of D does not show any sign of crossover to Arrhenius behavior and the fragile
behavior is retained down to the lowest studied T . Thus, for paths β, the entire
T -dependence can be fit by the MCT power law.

If indeed TIP5P and ST2 water models support the connection between the
Widom line and the dynamic fragility transition, it is natural to ask which features of
the water molecular potential are responsible for the properties of water, especially
because the unusual properties of water are shared by several other liquids whose
intermolecular potential has two energy (length) scales such as silicon and silica
[81]. Hence, the Jagla potential [64] was also investigated, displaying, without
the need to supercool, a LL coexistence line that, unlike water, has a positive
slope, implying that the Widom line is now crossed along α paths with P > PC.
A crossover in the behavior of D(T ) occurs when the Widom line (Cmax

p line) is
crossed, such that at high T , D exhibits an Arrhenius behavior, while at low T it
follows a non-Arrhenius behavior, consistent with a power law. Along a β path
(P < PC), D(T ) appears to follow the Arrhenius behavior over the entire studied
T range. Thus, the dynamic crossover coincides with the location of the Cmax

p line,
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extending the conclusion of the TIP5P and ST2 potentials to a general two-scale
spherically symmetric potential.

In Ref. [86], the generality of the dynamic crossover in a Hamiltonian model of
water that displays a LLPT at low temperatures is investigated. A cell model that
reproduces the fluid phase diagram of water and other tetrahedral network-forming
liquids was considered (e.g., Ref. [29]). The model is based on the experimental
observation that, on decreasing P at constant T or on decreasing T at constant P , (i)
water displays an increasing local tetrahedrality [69], (ii) the volume per molecule
increases at sufficiently low P or T , and (iii) the O–O–O angular correlation
increases [42].

The system is divided into cells i ∈ [1, . . . , N] on a regular square lattice, each
containing a molecule with volume v ≡ V/N, where V ≥ Nv0 is the total volume
of the system and v0 is the hard-core volume of one molecule. The cell volume v is
a continuous variable that gives the mean distance r ≡ v1/d between molecules in
d dimensions. The van der Waals attraction between the molecules is represented
by a truncated Lennard–Jones potential with characteristic energy ε > 0, and each
molecule i has four bond indices σij ∈ [1, . . . , q], corresponding to the nearest-
neighbor cells j [86]. When two nearest-neighbor molecules have the facing σij

and σji in the same relative orientation, they decrease the energy by a constant J ,
with 0 < J < ε, and form a bond, for example, a (nonbifurcated) hydrogen bond
for water, or an ionic bond for SiO2. When J < ε, bonds are formed only in the
liquid phase. Bonding and intramolecular (IM) interactions are accounted for by
the two Hamiltonian terms

HB ≡ −J
∑
〈i,j〉

δσijσji and HIM ≡ −Jσ

∑
i

∑
(k,�)i

δσikσi�
(1)

where the first sum is over the nearest-neighbor cells, 0 < J < ε is the bond energy,
δa,b = 1 if a = b and δa,b = 0 otherwise,

∑
(k,�)i denotes the sum over the IM

bond indexes (k, l) of the molecule i, and Jσ > 0 is the IM interaction energy
with Jσ < J , which models the angular correlation between the bonds on the
same molecule. The total energy of the system is the sum of the van der Waals
interaction of Eqs. (2) and (3).

Different response functions such as Cp and αp show maxima, and these max-
ima increase and seem to diverge as the critical pressure is approached, consistent
with the Widom line picture discussed for other water models in the sections above.
Moreover, the temperature derivative of the number of hydrogen bonds dNHB/dT

displays a maximum in the same region where the other thermodynamic response
functions have maxima, suggesting that the fluctuations in the number of hydrogen
bonds is at a maximum at the Widom line temperature TW. To further test whether
this model system also displays a dynamic crossover as found in the other models
of water, the total spin relaxation time of the system as a function of T for different
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pressures was studied. For Jσ/ε = 0.05 (liquid–liquid phase transition hypothe-
sis), the crossover occurs at TW(P) for P < PC′ . For completeness, the system was
also studied in the case of a singularity-free scenario corresponding to Jσ = 0.
For Jσ = 0, the crossover is at T (Cmax

p ), the temperature of Cmax
p .

We then calculated the Arrhenius activation energy Ea(P) from the low-T slope
of log τ versus 1/T and extrapolated the temperature Ta(P) at which τ reaches a
fixed macroscopic time τa ≥ τc, with Ta(P) smaller than the crossover tempera-
ture. For τa = 1014 Monte Carlo (MC) steps > 100 s, Ea(P) and Ta(P) decrease
upon increasing P in both scenarios, providing no distinction between the two
interpretations. Instead, there is a dramatic difference in the P-dependence of the
quantity Ea/(kBTa) in the two scenarios, increasing for the LL critical point and
approximately constant for the singularity free.

IV. RECENT EXPERIMENTS ON CONFINED WATER

By confining water in nanosize pores [47,48], it becomes possible to enter into
the temperature range inaccessible in bulk water. When water is confined it does
not crystallize, and it can be supercooled well below TH. Porous hydrophilic silica
glass, micellar systems or layered vermiculite clay [48] are examples of usable
confining nanostructures. Using this technique, the experimentalists were able
to study, by means of different experimental techniques like neutron scattering,
NMR, and Raman and/or FTIR spectroscopy, the structural and dynamic properties
of water in the temperature range 170K < T < 290K. In recent experiments [46,75]
on confined water as a function of temperature and pressure, it has been shown that
the theoretical LLPT approach is able to describe coherently some of the strange
properties of water. Using the neutron scattering technique made it possible to
locate evidence of the LL critical point C′ at TC′ = 200K and PC′ = 1.6 kbar [46]
(the Widom line is obtained in the P–T plane—see, e.g., the squares in Fig. 2).

As shown, this result has been qualitatively confirmed by extensive MD simula-
tion analysis [54]. In particular, this MD study used three different models (TIP5P,
ST2, and the Jagla potential) to evaluate the loci of maxima of the relevant water
response functions (isothermal compressibility and isobaric specific heat), which
coincide close to the critical point and give rise to the Widom line. These experi-
ments [46,54,75] are of great interest because their findings have stimulated much
of the recent work on water. It has been suggested that a significant change in water
dynamics takes place in the deeply supercooled state and that, at ambient pressure,
liquid water should show a dynamic crossover from non-Arrhenius at high T to
Arrhenius behavior (becoming a strong glass former) at low T [79]. These studies
[46,54,75] focus on this fragile-to-strong dynamic crossover (FSC), indicate the
connections between the Widom line and the FSC, and connect the crossing of the
Widom line to the changes in the HB structure of liquid water. It has been shown
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that, upon crossing the Widom line on decreasing T , a breakdown of the Stokes–
Einstein relation is observed at T < TW(P) [87]. Both FSC and BSE take place
at TW and are related to the HDL-to-LDL changes in the dynamic properties and
structure of water. Because the LDL phase has been observed in a FTIR experiment
[88] it is possible that other new phenomena can occur in water on crossing this
line, all of them being related to the changes in the local water structure that take
place when the system changes from the “HDL-like” side to the “LDL-like” side.
Examples are (i) the systematic changes in the static structure factor S(q) and the
corresponding pair correlation function (PCF) g(r), which reveal that, according
to the FTIR results [88] for T < TW, the system structure resembles more that of
LDL than that of HDL, (ii) the appearance, for T < TW, of a shoulder (Boson peak)
in the dynamic structure factor S(q, ω) at a frequency ω ≈ 60 cm−1 [89,90],
(iii) a rapid increase in the degree of hydrogen bonding for T < TW, (iv) a minimum
in the density at low temperature [39,91], and (v) a scaled equation of state near
the critical point C′ [92]. We review the FSC and the BSE, using local vibrational
modes of the S(q, ω) to observe the LDL phase, and scattering methods to observe
the water density minimum in the supercooled region at ≈ 200K. These results
are strongly connected to changes in the local structure of water when the system
evolves from the HDL to the LDL phase.

To confine water, a micelle template mesoporous silica matrix MCM-41-S with
1D cylindrical tubes arranged in a hexagonal structure was synthesized using the
zeolite seed method [46], with hydration levels of h � 0.5 (0.5 g H2O per gram
of MCM). As shown by XRD [93], differential scanning calorimetry (DSC) [94],
and NMR [95] experiments, this water confining system is one of the most suit-
able adsorbent models currently available. In particular, the XRD data through
the diffracted wave vector, Q0, of the first sharp water diffraction peak, give the
following results: water in MCM-41-S with a pore diameter φ = 42 Å has a sud-
den freezing at T ≈ 232K, whereas for φ = 24 Å, it remains in a liquid state
down to ∼ 160K. Moreover, in the MCM-41-S samples, water freezes with a Q0
value that is nearly the same as that of the LDA phase (Qice−c

0 = 1.71 Å−1), in
contrast to the stable ice–h, usually obtained by freezing bulk water (Qice−h

0 =
1.6 Å−1). In both the samples no Bragg peak, characteristic of crystallization, is
observed.

A. Nuclear Magnetic Resonance

Dynamic properties of water confined in fully hydrated MCM-41-S samples with
φ = 24, 18, and 14 Å, were studied at ambient pressure and different temperatures
by using an NMR spectrometer, operating at 700 MHz 1H resonance frequency.
In these NMR experiments, the self-diffusion coefficient of water D, and the max-
imum intensity Imax of the 1H-NMR spectra—obtained by free-induction decay
(FID)—were measured. The explored temperature range was 190–298K. D was
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Figure 6. (a) The 1H NMR spectra of water in MCM samples with φ = 24 and 14 Å, upon
cooling. (b) The normalized NMR intensities, Imax

Nor versus 1/T , for φ = 14, 18, and 24 Å samples [75].

measured with the pulsed gradient spin-echo technique (1H-PGSE) and its thermal
behavior will be shown in the next section.

The 1H NMR spectra of water upon cooling in MCM samples with φ = 24 and
14 Å are shown in Fig. 6a. Note that all the reported spectra are characterized by
only one resonance peak centered at about 7 ppm. The results differ completely
from those obtained from a MCM sample with silanol groups on the internal
surface where two resonance contributions are observed. The full width at half-
height of these spectra, �ν1/2 ∼ 1/T ∗

2 , is the rate of the so-called apparent spin–
spin relaxation time T ∗

2 [96]. Note that the maximum intensity of the spectra
(Imax) decreases and the corresponding linewidth increases upon decreasing T . The
crystalline ice phase (characterized by a very large linewidth) is not observed. The
NMR signal intensity is directly related to the system equilibrium magnetization,
M0 (or the susceptivity χ0), which depends linearly on the total number of mobile
spins per unit volume, the mean square value of nuclear magnetic moment, and
on 1/T (the Curie law). Figure 6b shows Imax, for φ = 14, 18, and 24 Å samples,
upon both cooling and heating, corrected for the Curie effect and normalized to
the pore volume, as Imax

Nor versus 1/T . Note that the T -behavior of confined water
is independent of pore size. Figure 6b clearly shows that there is a steep decrease
of Imax

Nor on decreasing T , at around 225K (TL). This behavior indicates the location
of the dynamic crossover in water. In general, relaxation measured in an NMR
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experiment is caused by random fluctuations of the magnetic field located where
resonating spins are the result of thermal motion in neighboring spins. In our case,
the fluctuating magnetic dipole–dipole interactions between 1H spins are due to
the tumbling of molecules under the local caging structure. Hence, the observed
behavior of Imax

Nor can be related to the water structure and in particular to its packing
density. The probability of a water molecule tumbling is higher in the HDL phase
than in the LDL phase. The temperature behavior of Imax

Nor shown in Fig. 6b reflects
just such a situation, indicating T ∼ 225K as the possible crossover temperature
between the HDL and the LDL phase.

B. Neutron Scattering

Neutron scattering methods have been used in the past primarily to explore both
the structural and dynamic properties of bulk water. One example is a study in
which the two phases of the water polymorphism were described, that is, the LDL
and the HDL [42]. These experiments were on compressed water in a temperature
regime in which the anomalous properties of water are most visible, that is, close
to the ice I/ice III triple point (T = 251K, P = 209 MPa). The OO, OH, and
HH partial structure factors and the site–site radial distribution function between
distinct atoms were extracted from the diffraction data. If we assume that the
structure of water can be represented as a linear combination of the structures of
the end points, that is, the HDL and LDL structures, we obtain two values for
the densities: ρHDL = 1.20 g cm−3 (0.0402 molecules Å−3) and ρLDL = 0.88 g
cm−3 (0.0295 molecules/Å3). These values are close to the reported densities of
high-density and low-density amorphous ice [97].

The neutron methods used to study properties of confined water in the
P–T phase diagram include elastic-neutron scattering (ENS), quasi-elastic-
neutron scattering (QENS), and inelastic-neutron scattering (INS). These methods
allow the study of hydrogen atom dynamics in a number of different confined sys-
tems and geometries (e.g., protein hydration water). Because the slowing of water
dynamics upon supercooling is exponential, using both a time-of-flight (TOF)
and a backscattering spectrometer has been necessary to study water in the re-
gion T = 235–200K. It is well known that the double differential scattering cross
section is proportional to the number of scatterers and the self-dynamic structure
factor S(Q, ω) of the scattered atoms. The self-dynamic structure factor S(Q, ω)
includes the elastic, quasi-elastic, and inelastic scattering contributions. In addi-
tion, it can be expressed as a Fourier transform of the self-intermediate scattering
function (ISF) of a typical atom F (Q, t), which represents the density–density
time correlation function of the tagged atom.

In the case of water, this function relative to the hydrogen atoms, FH(Q, t), is
the quantity of theoretical interest related to the experiment, and it can be calcu-
lated in a straightforward way by molecular dynamics simulations. A appropriate
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model is the relaxing cage model (RCM) [98] developed to treat supercooled
water, and its accuracy has been tested with MD simulations of SPC/E water.
Using this model, the water dynamics can be described by means of FH(Q, t)
when considering both the translational (FT) and the rotational (FR) motions as
FH(Q, t) ≈ FT(Q, t)FR(Q, t)—contributions that can be separated into short-time
and in a long-time parts [98]. The RCM assumes that the short-time translational
dynamics of the tagged (or the trapped) water molecule can be regarded as the
motion of the center of mass (CM) in an isotropic harmonic potential well caused
by the mean field generated by its neighbors. Thus, the short-time part of the
translational ISF in the Gaussian approximation can be written in terms of the
mean squared deviation of the hydrogen atoms 〈r2

CM(t)〉. If we consider the trans-
lational density of states [60,98] according to the ideal MCT [60] for which the
cage relaxation at long time (standard α-relaxation) can be described as a stretched
exponential having a structural relaxation time τT and a stretch exponent β, the
translational ISF valid for the entire time range will be the product of the short-time
and long-time parts,

FT(Q, t) ≈ F s
T(Q, t) exp

[
−(t/τT)β

]
(2)

A similar form is obtained for the rotational motion in terms of the Sears exact
expansion by means of the lth-order rotational correlation function (RCF), with
an expression for C1(t) in the entire time range given by

C1(t) = CS
1 (t) exp

[
−(τ/τR)βR

]
(3)

At short times, the orientation of the central water molecule is fixed by the H
bonds to its neighbors. It performs oscillations around the HB direction that are
nearly harmonic. This dynamic behavior is described by CS

1 (t). At longer times, the
bonds break, the cage begins to relax, and the particle can reorient itself, losing its
memory of its initial orientation. Thus, the first-order rotational correlation function
eventually decays to zero by a stretched exponential relaxation. The RCM model
demonstrates that the higher order correlation functions are thus determined from
C1(t)[98] and that in the decoupling approximation FH(Q, t) = FT(Q, t)FR(Q, t).
The FH(Q, t) can be written

FH(Q, t) = FT(Q, t)FR(Q, t) + Fcon(Q, t) (4)

where Fcon(Q, t) describes the strength of the coupling between translational and
rotational motions as a function of Q and t, as observed by QENS. A detailed
analysis shows that the decoupling approximation for the ISF FH(Q, t) can be
used to analyze QENS data from both bulk and confined water. Within this ap-
proximation, one only needs to compute FT(Q, t) and FR(Q, t) separately. Thus,
the RCM model is appropriate for analyzing FR(Q, t) as well, the essential input
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quantity being the translational density of states of the hydrogen atom. There-
fore, in confined water QENS experiments one has to take into account only
the signal coming from the hydrogen atoms and, denoting the elastic contribu-
tion arising from the confining material by p, one can analyze the experimental
normalized data,

S(Q, ω) = pR(Q0, ω) + (1 − p)FT{FH(Q, t)R(Q0, t)} (5)

where FH(Q, t) ∼ FT(Q, t), R(Q0, ω) is the experimental resolution function, and
the symbol FT denotes the Fourier transform from time t to frequency ω. FH(Q, t),
calculated according to the equations of RCM. Both F s

T and CS
1 were calculated

using the parameters obtained from MD simulations, which are in agreement with
experimental results. Because τT obeys the power law τT = τ0(aQ)−γ [98], the
measured spectra, recorded at any T , have been fitted using four parameters τ0,
τR, γ , and β, with satisfactory results.

Figure 7 reports the T -dependence of the product βγ , as obtained from the
RCM fits. The inset shows the T -behavior of β in the measured temperature range
in which both the DCS and HFBS spectra give a value β ≈ 0.5. The product βγ

is the actual exponent of the Q-dependence of the ISF. Note that βγ = 2 for a
free diffusion case. The value of βγ is 1.3 at 325K. It decreases gradually with
T until just before T ≈ 225K, at which point it drops from 0.80 to 0.25 and
continues to drop until it approaches zero at 200K. This precipitous drop of βγ at
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Figure 7. Temperature dependence of βγ , which is the exponent expressing the Q-dependence
of the translational ISF for the MCM sample. Note that the figure shows a sharp break at ≈ 225K. The
inset reports the T -dependence of the exponent β [98].
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225K signals a drastic change in the dynamic behavior of water. β ≈ 0.5 clearly
indicates that the long-time dynamics of water is nonexponential. Nonexponential
behavior is common in supercooled liquids close to the kinetic glass transition. The
vanishing value of βγ indicates the Q-independence of the ISF. It would appear that
water is structurally arrested at 200K. It should be noted that the nonexponential
and subdiffusive behavior is retained also at room temperature, whereas in MCM
with larger pores (> 20Å) a diffusive dynamics is recovered in the limit of high
temperature.

V. THE BREAKDOWN OF THE STOKES–EINSTEIN RELATION

Figure 8 is a log-linear plot that shows the temperature variation of the aver-
age translational relaxation time 〈τT〉 for water molecules, obtained at differ-
ent pressures by the QENS spectra according to the RCM. Figure 8 shows the
thermal behavior of 〈τT〉 for pressures in the range 1 < P < 1600 bar. Note
the transition from a Vogel–Fulcher–Tammann (VFT or “Super Arrhenius”) law,
〈τT〉 = τ0 exp[BT0/(T − T0)], where B is a fragility constant and T0 is the ideal GT
temperature, to an Arrhenius law, 〈τT〉 = τ0 exp(Ea/kBT ). This transition from a
VFT to an Arrhenius behavior is the signature of the FSC dynamic transition. The
crossover temperature TL is calculated 1/TL = 1/T0 − BkB/Ea.

Figure 2 shows the observed pressure dependence of TL (squares) and its esti-
mated continuation (dashed line). The TL line has a negative slope, parallel to the
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Figure 8. QENS results of hydrated MCM samples (φ = 14 Å) fitted in terms of the RCM
analysis. The temperature dependence of 〈τT〉, at different pressures, are plotted in a log-linear scale
versus 1/T . As it can be seen that a well-defined FSC is observed only for P < 1600 bar [46].
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Tmd line, indicating a lower density liquid on the lower T side. This TL line also
closely tracks the TH line and terminates in the upper end—intersecting the TH
line at 1660 bar and 200K—at which point the character of the dynamic transition
changes. According to previous results, confined water remains in a disordered
liquid state both above and below the FSC. Furthermore, by considering that the
obtained activation energy barrier for initiating the local structure relaxation is
EA = 5.4 kcal mol−1 for the low-T strong liquid, it is reasonable to conclude
that the high-T liquid corresponds to HDL, and the low-T liquid to LDL. Thus,
according to the MD simulation study [54], the FSC transition observed at TL is
caused by the crossing of the Widom line and that TL ≡ TW. The 〈τT〉 behavior for
P >1600 bar is quite different (Fig. 2). At high P , there is no cusp-like behavior
characterizing the FSC. In terms of the LLPT and its critical point C′ above the
critical temperature TC′ and below the critical pressure PC′ , we are in the one-phase
region, whereas when P > PC′ there is a two-phase region. Thus, an experiment
carried out in this “mixed state” on crossing the LL coexistence line does not
produce the large fluctuations observed in the one-phase region, and the thermal
behavior of 〈τT〉 does not show a clear-cut FSC.

Figure 9 shows the ambient pressure values of 〈τT〉 (QENS data) (Fig. 9a)
and the inverse of the self-diffusion coefficient of water 1/D measured by NMR
(Fig. 9b) for the fully hydrated MCM-41-S samples with pore diameters of 14 Å
and 18 Å.

Note that the measured values of D and 〈τT〉 are independent of the pore
size of the samples. This indicates that, because NMR field-gradient measure-
ments have a length scale larger than the pore size, they are insensitive to sys-
tem geometry. In both figures the solid line denotes the data fit to the VFT law
1/D = 1/D0 exp[BT0/(T − T0)] and the dotted line denotes the fit to the Arrhe-
nius law. From the NMR data we find that 1/D0 = 2.4 × 107(s m−2), B = 1.775,
T0 = 187K, EA = 3.98 kcal mol−1 and TL = 224.5K. From the 〈τT〉 data at ambi-
ent pressure, the corresponding values are T0 = 200K, EA = 5.4 kcal mol−1, and
TL = 225.8K. The agreement between NMR and QENS results, and the two rel-
evant quantities EA and TL in particular, is thus satisfactory. Interpreting the FSC
transition as a variant of the structural arrest transition (as predicted by the ideal
MCT) was the essence of the QENS study of the structural relaxation time and of
the MD study of the self-diffusion coefficient [46,54]. The NMR results presented
above thus constitute, by means of a direct measurement of the self-diffusion coef-
ficient of supercooled water, an independent confirmation of the existence of FSC
in water.

We now focus on the Stokes–Einstein relation, which relates the self-diffusion
coefficient D, viscosity η, and temperature T as D ∝ T/η and which is known to
be accurate for normal- and high-temperature liquids. Since 〈τT〉 is proportional
to the viscosity, the relationship between D and 〈τT〉 is examined in the inset of
Fig. 10, which shows quantity D〈τT〉/T as a function of T .
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Figure 9. The ambient pressure values of the 〈τT〉 (a—QENS) and of the 1/D (b—NMR) as a
function of 1/T in fully hydrated MCM-41-S.

The experimental data yields values φ = 14 Å (triangles) and φ = 18 Å
(squares), and the dotted line represents the same quantity obtained using the cor-
responding fitting values reported in Fig. 9a and b. The T -dependence of D〈τT〉/T

indicates that this quantity is in the supercooled region inconsistent with the SE
law, and signals marked decoupling between these two transport parameters on
decreasing T . In recent studies on supercooled liquids, it has been reported that
the SE law breaks down as the GT is approached. The self-diffusion coefficient
shows an enhancement that differs in orders of magnitude from that expected from
SE [99].
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These decouplings of the transport coefficients, observed as a SE violation,
have been attributed to the occurrence of dynamic heterogeneities in structural
glass formers [99,100]. Thus, in supercooled liquids there exist regions of varying
dynamics, that is, fluctuations that dominate their transport properties near the GT.

The observed breakdown of the Stokes–Einstein relation can be described using
scaling concepts, for example, the law D ∼ τ−ξ , where ξ = α(T )/β(T ) with α

and β being T -dependent scaling exponents of D and τ, respectively. It has been
shown that for tris-naphthylbenzene (a fragile glass former) ξ = 0.77, whereas
a MD simulation of Lennard–Jones binary mixture has given ξ = 0.75 [101].
Figure 10 shows the D versus 〈τT〉 plot in a log–log scale. The triangles represent
data corresponding to temperatures above TL where water behaves as a fragile
glass former, and squares pertain to the strong Arrhenius region. Note that the data
clearly show two different scaling behaviors above and below the FSC, in particular
ξ � 0.74 on the fragile side (solid line) and ∼ 2/3 on the strong side (dashed line).

VI. THE LDL PHASE AND THE WATER DENSITY MINIMUM

FTIR absorption measurements were performed at ambient pressure in the HOH
bending and O–H stretching (OHS) vibrational spectral regions in the same sam-
ples as in the QENS and NMR experiments. The obtained spectra are reported
in Fig. 11. Note that the HOH bending spectra have a Gaussian-like form quite
different from the nearly flat form typical of polycrystalline ice, revealing that con-
fined water remains in its liquid state across the entire studied T -range (Fig. 11b).
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Because water is characterized by the presence of two coexisting main HB struc-
tural phases involving hydrogen-bonded (HB) and nonhydrogen-bonded (NHB)
molecules, it is customary to analyze OHS spectra by considering two general
classes of O–H oscillators [42,46,102–104]. These classes encompass broad Gaus-
sian components, each referring to structures that involve a range of bond angles
and distances distributed around the component peak position. From the spectral
deconvolution we see that the corresponding full widths at half maximum (FWHM)
and intensities (integrated areas) change and that the wave numbers fluctuate within
the experimental error (±20 cm−1)[103,104].

The OHS spectra of water, as measured by Raman scattering and Infrared
absorption from the LDA phase to nearly the first critical point of water, have been
described by the following Gaussian component peak positions (wave numbers):
(I) 3120 cm−1, (II) 3220 cm−1, (III) 3400 cm−1, (IV) 3540 cm−1, and (V) 3620
cm−1. All have been unambiguously classified as HB, NHB, or OHS oscillators.
The situation may be summarized as follows (see, e.g., Fig. 11c):

(a) Component I dominates the intensity of the LDA phase [105] and represents
the OHS contribution of molecules forming the “random tetrahedral network”
(RTN).
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(b) Components II and III have been associated with water molecules having an
average degree of connectivity larger than that of monomers, but lower than
that involved in the HB networks. Thus, they represent partial HB (PHB)
molecules [103,104].

(c) Because components IV and V are the only ones present in the Raman and
IR spectra of bulk water in the T region of the first critical point (630K <

T < 647K), they arise from NHB monomeric water (or to molecules poorly
connected to their environment) [103].

The integrated intensities of PHB and NHB water show an opposite temperature
behavior for T > 300K. Although the intensities of NHB increase with increasing
T , those of PHB decrease. The classification of these contributions reflects that
used in the percolation hypothesis for water (fi species of water, with i indicating
the number of bonds) [21]. Thus, HB component I is f4, NHB components IV
and V are f0, and PHB components II and III are f1, f2, and f3. According to
water polymorphism, the HDL phase is represented by both the NHB and PHB
components.

Returning to the FTIR measurements on confined water, the proof that OHS
spectral component (I) 3120 cm−1 represents the LDL liquid phase is obtained
when we consider the temperature behavior of its FWHM measured in the LDA
phase [105] and measured in MCM confined water [88]. Figure 12 (inset) shows
such a quantity versus T in the interval 30K < T < 290K. A data continuity from
the liquid to the LDA region is evident from the unique analytical curve that
indicates a direct link between the contribution (I) of the OHS spectrum and the
LDL water phase, and the striking correspondence between LDA and LDL.

We next consider the scattering theory that states that the integrated intensity of
the measured spectra I(Q, ω) is directly proportional to the number of scatterers N.
Namely, I(Q, ω) ∝ (N/V )S(Q, ω). Figure 12 shows the fractional relative popu-
lations of the LDL WLDL (diamonds) and the PHB (triangles) and NHB (circles) of
the HDL, WHDL, water phases, calculated as the ratio of the component integrated
area to the total OHS area for the interval 30 K < T < 373K. These populations
are defined as Wi = Ni/N, where Ni and N are the number of the particles of
the phase i and the total number of scattering particles, respectively. The data are
collected from three different experiments. For the 30–130K temperature region,
the data are obtained from an analysis of OHS Raman of LDA spectra [105]. For
the 183 K < T < 303K temperature region the data are obtained on supercooled
confined water [88], and for the 253 K < T < 373K temperature region the Raman
data of bulk water [103,104] were analyzed. Note that the behavior of all three
species is continuous across the different T ranges even though different data sets
were used. This is of relevant, especially for component (I), because, in terms of
the corresponding FWHM, it confirms the observation that it is in the LDL liquid
phase. Note that the NHB and PHB contributions are present at all temperatures,
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Figure 12. The FWHM values of the OH stretching spectral component I (3120 cm−1) versus
T , measured in confined water and in the LDA phase [88,105] (inset). T -dependence of the fractioned
relative populations of the LDL, WLDL (diamonds), and of the HDL, WHDL (triangles and circles) water
phases [106].

but that the LDL phase exists only when T � 303K. The LDA phase is dominated
by LDL, but in the stable liquid phase when T > 303K only the HDL is present.
The PHB population has a maximum at ≈ 303K, decreases on decreasing T in the
entire supercooled region, crosses LDL at about 225K, and finally becomes stable
(W ∼ 0.29) in the LDA phase.

These results show that the HB random tetrahedral network is formed inside
the metastable supercooled regime. Note that NHB and PHB are also present in
the LDA phase, indicating that the dynamic behavior of LDA is not completely
frozen even at T = 30K [107].

Finally, the results reported in Fig. 12 have been used to obtain the H2O density
and, by using optical methods, to explore the possibility of a minimum in this quan-
tity. Very recently, using neutron scattering, the existence of a density minimum
in the supercooled phase has been observed in confined D2O at Tmin = 210 ± 5K
[91]. The idea of a minimum located approximately 70K below density maximum
temperature Tmd has also been suggested by MD simulation studies [39] in which
both the TIP5P-E and the ST2 potential models for water have been used [39,85].
This possibility can also be inferred from simple arguments. After the maximum,
the density of bulk water decreases rapidly with decreasing T before TH, whereas
ice Ih has a smaller density than that of liquid water and, contrary to the behavior
of supercooled bulk water, has a normal positive expansivity, that is, ρ increases
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as T decreases. The same behavior is observed for LDA at its highest T . From a
structural point of view, ice Ih represents the limiting case of a perfectly ordered
tetrahedral network of HB, whereas LDA, which forms from deeply supercooled
water, has a structure that very closely approaches that of a RTN. Thus, ice Ih
sets a lower bound for the density that supercooled water could in principle attain.
Hence, if the structure of deeply supercooled water approaches that of a RTN, and
if nucleation can be avoided, it is then possible that a density minimum could occur
in the deeply supercooled liquid.

Since only water contributes to the reported OHS spectra, its density can be
obtained only from the respective densities of its LDL and HDL phases. MD
simulations [2], and neutron scattering [42] give values of the corresponding den-
sities: ρHDL ≈ 1.2g cm−3 and ρLDL ≈ 0.88 g cm−3, and LDA was experimentally
measured [108] as ρLDA ≈ 0.94 g cm−3. Since the LDL phase exists only when
T < 303K, HDL water is only given for T > 303K by the remaining spectral con-
tributions classified as NHB and PHB.

Water density was calculated from the fractionated populationsWLDL andWHDL
and their individual local densities ρLDL and ρHDL. The W quantities are T -
dependent in all the studied liquid regimes and the individual densities may in
principle change with temperature. This can be verified by considering the region
T > 303K, in which only the PHB and NHB species contribute to the OHS spec-
tra [103,104] and ρPHB and ρPNB can be obtained from the bulk water density
as ρH2O = ρPHBWPHB + ρNHBWNHB, which are the well-known ρH2O(T ) values
for 239K < T < 423K [5]. Taking into consideration all the WPHB and WNHB
data measured in that T interval, we find that ρPHB � 1.10 ± 0.02g cm−3 and
ρNHB � 0.59 ± 0.02g cm−3. These values are T -independent within experimen-
tal error. This is not surprising since the data on the proton magnetic resonance
chemical shift of liquid water in the range 273K < T < 363K (which reflects the
local structure of the entire system) reported in the literature does not exhibit any
singularity or discontinuity [109]. From this we find that (a) in the considered
T range, ρ depends on T only through W , and (b) ρNHB � 0.59 ± 0.02g cm−3,
according to Kell’s representation [5] of bulk water density as a function of T , cor-
responds to the density value of H2O at T ∼ 625K. This value is smaller than that
used in a neutron scattering experiment in the supercritical region (0.66g cm−3 for
T = 673K, at a pressure of 800 bar), where no distinct HB peaks are observable
in the O–H radial distribution function gOH [42]. Thus, the value of ρNHB rea-
sonably represents that of NHB water, which dominates vibrational spectra in the
region above the critical temperature (C). In addition, ρPHB � 1.10 ± 0.02 g cm−3

is comparable to the value proposed for HDL water [42]. The contribution of
HDL to the total H2O density, �HDL, can thus be obtained throughout the ex-
plored T range (30K < T < 373K) by extending the calculation for ρNHB and
ρPHB to the lowest temperatures. In a similar way, we calculate the density value
of the ρLDL contribution of that phase, �LDL, to the total ρH2O. Here, the H2O
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Figure 13. The measured ρH2O(T ) versus T (squares, [106]); the solid and dot lines refer to bulk
densities of H2O and D2O, respectively [5]. Triangles represent the ρD2O(T ) measured by means of
neutron scattering [46]. Dots are the bulk density MD values [39] and the open squares are the density
of the LDA water at T = 120K [108].

density values at temperatures near Tmd [5] have been considered, and a value
ρLDL = 0.87 ± 0.02g cm−3 [106] obtained that closely matches that proposed by
neutron diffraction data analysis for LDL water [42]. Thus, ρH2O has been calcu-
lated to be ρH2O = �HDL + �LDL for the temperature interval 30K < T < 370K.
Figure 13 shows the plot of water density versus T . For comparison, the values
measured in bulk water in the range 239K < T < 423K are also shown [5].

Note that there is good agreement between these “optically measured” density
data and the literature data for ρH2O in the supercooled regime (where, contrary
to the range 273–373K, data were not used to extract the values of ρNHB, ρPHB,
and ρLDL). Two findings are remarkable: the minimum at 203 ± 5K and the value
of ρ = 0.940 ± 0.003g cm−3 in the LDA phase, approximately the same as that
measured in LDA ice at T = 120K [108]. Looking carefully at the data in the
region of deep supercooling (near 250K), we see that the data for confined water
are slightly lower than those for bulk water. This may be due to the nanotube
confinement, but the difference is not sufficiently relevant to affect the overall
result. Figure 13 shows the ρD2O(T ) data obtained by neutron measurements [46]
and the results of the quoted MD simulation of H2O with the TIP5P-E potential. The
ρD2O data have been scaled over the ρH2O data by taking into account the T shift of
the corresponding maxima (about 7K) [39] and the absolute value of the ρmax

D2O. Note
that there is a good agreement in the overall thermal behavior between ρD2O(T )
and ρH2O(T ) data, the only difference being that ρH2O(T ) includes the densities
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Figure 14. The density derivative (∂ρ/∂T )p. The arrow indicates the Widom temperature TW.
(∂ρ/∂T )p, related with the cross-correlation between the entropy and volume fluctuations, is propor-
tional to the thermal expansion coefficient [106].

within the LDA phase. There is a marked difference between the experimental
and the MD simulation water densities, but it is possible that, with the use of
another potential, MD simulation might give results more reliable than those from
experiment.

In addition to the density minimum, we can estimate the derivative of the den-
sity with respect to temperature (∂ρ/∂T )p and get important experimental results
(Fig. 14). Note that this quantity is proportional to the thermal expansion coefficient
and has a maximum at the inflection point between the maximum and the minimum
at ρH2O(T ), where the temperature TL corresponding to the Widom line crossing
point at ambient pressure is located. Different phenomena have been correlated
with the existence of the Widom line, for example, the SEV, the sharp change
and the maximum in the T derivative of the mean squared displacement, and the
number of hydrogen bonds per molecule. As mentioned above, the SEV is due
to the onset of dynamic heterogeneities with a typical length scale of a few water
molecules [110]. The maximum in (∂ρ/∂T )p is thus not influenced by confinement
effects. This argument is supported when the same quantity is obtained from the
density data of pure supercooled bulk water [5] reported in the same figure as a
continuous line. Here, the T -behavior of water density in the supercooled regime
has been described as driven mainly by the LDL phase. Thus, (∂ρ/∂T )p reflects
the T change of the local tetrahedral order. Note that, from a thermodynamic point
of view, the maximum in (∂ρ/∂T )p occurs at the same temperature as the Widom
line: the temperature TL is the locus of the correlation length maximum, whereas
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the density derivative is related to the cross-correlation between the entropy and
volume fluctuations.

VII. SPECIFIC HEAT AND THE GLASS TRANSITION

The glass transition is one of the most studied condensed matter property. Under-
standing glass formation is not straightforward, because the existence of a true
glass state, distinct from a liquid or a solid, remains elusive. A common inter-
pretation of glasses is that they are liquids that have become too viscous to flow:
why does the viscosity of glass-forming liquids increase so dramatically when
approaching the glass transition? This phenomenon is also described as “molecu-
lar jamming” or dynamic arrest—the molecular degrees of freedom in the system
are frozen. Despite decades of research, a clear explanation of this phenomenon,
common to materials as diverse as molecular glasses, polymers, granular mat-
ter, and colloids, is still lacking. The puzzle is that the static structure factor of
a glass is indistinguishable from that of the corresponding liquid, with no sign
of increasing correlation length scales accompanying the transition. Theoretical
approaches instead reveal the existence of collective phenomena with a growing
dynamic length scale [111,112] associated with dynamic heterogeneities [99]. As
the GT is approached, the dynamics of the system become sluggish, that is, for
flow to continue, increasingly larger regions of the material must move simultane-
ously. The glass transition temperature Tg is a kind of “critical temperature” [60]
and appears to be the separation point between two different statistical regions. In
the first, above Tg, the system is a true ergodic liquid. In the second, below Tg, it
becomes nonergodic (the system needs extremely long times to explore the phase
space). Thus in both the liquid region and the metastable supercooled region the
system is in thermal equilibrium, but in the glassy phase it is not. The behavior of
this system is scientifically interesting, not only as it approaches Tg, but also as it
enters the glass phase (e.g., the aging phenomenon at temperatures below Tg).

In the glassy state, molecules oscillate in a potential energy minimum and the
probability that they will jump to a new position at some distance is increasingly
small. As the temperature of the glass is increased, this probability increases.
When the temperature becomes sufficiently high that Brownian diffusion becomes
observable on a laboratory timescale, the glass becomes a liquid. In the liquid
state, molecules also oscillate around an equilibrium configuration. Thus, a liquid
in which Brownian diffusion occurs also has a solid-like rigidity that is numerically
defined by its frequency-dependent shear modulus (viscoelasticity). The relation of
the dynamics to the thermal energy and the entropy changes, the constant pressure
specific heat Cp(T ) and its changes as the “observable” quantity, are of primary
significance in the study of the vitrification processes. This dynamic process has
been explained using a number of different approaches [113]. One of these involves
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observing how a liquid’s thermodynamic state point fluctuates in a potential energy
landscape [114], that is, describing how the energy of a system changes with
the geometry of molecular arrangement, particularly with reference to structural
relaxation and viscosity.

It is commonly accepted that vibrational motions are the primary influence on
the Cp and the entropy in the glass phase, but that in the liquid phase there are
two components: (i) a vibrational component caused by a change in the force
constants and frequency with changing T , and (ii) a configurational component
caused by a change in the number of arrangements with changing T that the
structure of liquid explores [115]. Both contributions change on cooling until
the supercooled liquid vitrifies. Thus, Cp of the glass has mostly a vibrational
contribution Cp,vib. On heating through its softening temperature Tg, this Cp begins
to gain the configurational contribution in a t- and T -dependent manner, reaching
the full value in the ultraviscous state. Both the vibrational and configurational
parts of an equilibrium ultraviscous state’s Cp and entropy vary with T . Figure 15
shows the glycerol Cp measured in a freezing–heating cycle by using a specially
designed calorimeter [115]. The glycerol Tg is ≈ 190K (i.e., the Cp maximum
temperature just before the jump from the liquid to the arrested glass phase) and
the configurational contribution approximate the difference between the Cp values
above and below the jump.
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In order to understand the nature and the underlying physics of the glass phase
it is important to understand how a supercooled liquid goes toward equilibrium.
The role played by the potential energy landscape in system equilibrium dynamics
has been given much study. The trajectory of the representative point in the 3N

configuration space can be mapped into a sequence of locally stable points (the
so-called inherent structures, IS [116]), which are the local minima of the total
potential energy U. We can associate an IS by the steepest descent path in the U

surface to each instantaneous configuration during the dynamic evolution of the
system. The IS properties have been found to be very useful in clarifying many
features of the dynamics and the thermodynamics of supercooled liquids in both
equilibrium and out of equilibrium [117]. Thus, a detailed topological analysis of
the potential energy landscape, including all stationary points of U (e.g., minima
and saddles) can better represent the system when it is in equilibrium.

A. Specific Heat Measurements in Glass Forming Systems

The approach of the GT can be seen in the strong changes in the thermodynamic
response functions, that is, such transport parameters as viscosity (η), the self-
diffusion constant (Ds), the ultrasonics, relaxation time (τ) and, in particular,
dielectric relaxation time. The response function relaxation times of the liquid
increase rapidly as the GT is approached from above. This description takes into
account dynamic arrest and characterizes many different systems, that is, not only
molecular liquids but also such so-called “complex liquids” as disordered mag-
nets, dipolar glasses, polymers, colloid glasses, and granular materials [118]. In
addition, the thermodynamic and dynamic signatures are strongly related. As the τ

(or η) of the liquid increases, it takes an ever-increasing amount of time for the
thermodynamic quantity to attain its equilibrium value. Thus, at Tg and below
Tg the time the system requires to reach equilibration approaches infinity. Conse-
quently τ diverges and the physics of the system becomes increasingly nonlinear.

Under these conditions, studying quantities such as Cp becomes problematic
because their significance changes at an T interval near Tg, at which point the
system falls out of equilibrium, and we are then faced with the problem of how
to interpret a quantity such as Cp in a nonequilibrium state. How a measurement
is performed affects the measured values. Thus, if we want to study well-defined
equilibrium quantities in the liquid state, and still learn something about the GT,
then we must study their dynamic behaviors. Note that in this situation these
measurements are not in the linear-response regime (i.e., under nonequilibrium
and nonlinear conditions).

Apart from conventional experiments on Cp, we can use a technique appropriate
to this complex situation that allows us to measure a sample response to a small
perturbation from equilibrium. The traditional way of measuring specific heat
involves cooling or heating the sample at a constant rate. But the temperature at
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which Cp changes abruptly, signaling the equilibrium-to-nonequilibrium crossover
Tg (or vice versa), is strongly dependent on the experimental heating or cooling
rate (e.g., when the system is cooled slowly, Tg is lower because the system has
more time to equilibrate at each temperature).

“Specific heat spectroscopy” [119] is useful in this regard. Using this tool,
we measure the frequency (ω) dependence of Cp, and evaluate the enthalpy (H)
derivative ∂H/∂T , and the real and imaginary part of the specific heat, C′

p and

C
′′
p, respectively. In this way, we can show that the relaxation properties of the

GT are in the equilibrium state. Only by working in a large frequency range (five
decades) it is possible to probe the linear response of a supercooled liquid to
a small perturbation from equilibrium and to obtain, by means of calorimetry,
thermodynamic information on the zero frequency (by extrapolating from the data
obtained).

In a manner similar to the dielectric constant, frequency-dependent Cp(ω) is
defined as a dynamic susceptibility. Under equilibrium conditions, the heat that the
system can adsorb from its surroundings during a �T change is q = H = Cp�T ,
that is, the change in enthalpy per volume H . If the system contains �(t) relaxing
degrees of freedom after a T change, H = H(t). For a time-dependent T variation,
�T (t) in a time interval 0 < t′ < t is

q(t) =
∫ t

0
dt′{Cp∞ + (Cp0 − Cp∞)[1 − �(t − t′)]}∂T (t′)/∂t′ (6)

Cp0 is the equilibrium specific heat and Cp∞ includes the faster ones. When T (t)
stays close a certain value,Cp0 andCp∞ will be constant. As in linear susceptibility,
Cp can be measured in both the t and ω domains, hence the integration and the
Fourier transform of previous equation gives

q(t) = Cp(ω)T (ω) with Cp(ω) = Cp∞ + (Cp0 − Cp∞)
∫ ∞

0
−∂�(t)/∂teiωtdt.

(7)
The static specific heat is then Cp(ω = 0) = Cp0, and Cp(ω) is a complex suscep-
tibility that obeys the Kramers–Kronig relation in both its real and imaginary parts,
and that can be related to an equilibrium correlation function. The static specific
heat is related to δS at constant P . These are proportional to the enthalpy fluc-
tuations δH(t) = H(t) − H , hence Cp = V/kBT 2〈δH(t)2〉, where H is the H(t)
average. Under ergodic conditions, the angular bracket represents an ensemble or a
time average. The fluctuation–dissipation theorem generalizes this result and gives
a dynamic susceptibility. When the slow and fast modes are explicitly included in
the relaxing function, �(t) = 〈δH(t)δH(0)〉/〈δH(t)2〉 and the ω-dependent spe-
cific heat will be Cp(ω) = (V/kBT 2)

∫ ∞
0 −(d/dt)〈δH(t)δH(0)〉eiωtdt.
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At temperatures at which the liquid Cp(ω) has a ω-dependence, there are two
main contributions, one that equilibrates quickly and the other with an equilibration
that slows increasely as dynamic arrest is approached.

In contrast to the traditional adiabatic method of measuring Cp (a short heat
pulse applied to an isolated sample), experiments in the frequency domain are
possible if we apply a ω-periodic energy power and measure the consequent T

oscillations at that frequency. The experimental time must be longer than the sample
thermal–diffusion time τD = Cpd2/κ (with κ the thermal diffusivity and d the
distance) and shorter than the time τd it takes the sample to decay at the surrounding
heat bath temperature. Then τD � 1/ω � τd.

The operation of these measurements is simple. The power dissipated in the
heater has two components, a DC component (producing a constant tempera-
ture gradient in the cell) and a second component that oscillates at frequency ω

(the origin of the diffusive thermal wave), P(t) = (I2
0R/2)[1 + cos(ωt)], hence

T (ω) = TDC + Tω cos(ωt − ϕ), where TDC is the heater average temperature and
Tω the oscillation amplitude. Typically this technique operates in the range
0.01 < f < 6kHz, (ω = 2πf ) [120].

The relationship between heat density q and heat current jq in the heat-

diffusion process is
·
q + ∇ · jq = 0 and jq = −κ∇T (where κ is the thermal con-

ductivity), which combined give
·
q = κ∇2T . Considering that

·
q = −iωq(ω) =

−iωCp(ω)T (ω), then −iωCp(ω)T (ω) = κ∇2T , the solutions of which depend on
experimental geometry—the simplest being a plane [119] or a cylindrical [120]
heater. The second geometry is the same as that of a DSC. Hence, temperature-
modulated scanning calorimetry (TMSC), which consists of two identical cylindri-
cal measuring cells, one empty and serving as a reference and the other containing
the liquid sample, is a variant of the DSC. Using oscillating heating we obtain the
components of the complex heat capacity (Cp = C′

p − iC
′′
p) oscillating in-phase,

C′
p, and out-of-phase, C

′′
p, with T during the T (ω) cycle. These components are

related to the modulation amplitude and period, 1/f . In terms of the linear re-
sponse, the TMSC behaves as an electrical circuit with distributed loss and storage
components.

In DSC heat capacity, CDSC
p is measured from the rate of heat flow as CDSC

p =
β−1dH(T, t, xi)/dt, where dH(T, t, xi)/dt is the measured rate of enthalpy change
and β is the temperature scanning (heating or cooling) rate. Considering T = T (t),
the material mole fraction xi is

CDSC
p =

[
∂H

∂T
+

(
∂H

∂xi(T )

) (
dxi

dT

)]
+

(
β−1

) [
∂H

∂t
+

(
∂H

∂xi(t)

) (
dxi

dt

)]
.

(8)
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Figure 16. The specific heat measured in 5-methyl-2-hexanol in two different thermal rates
(60 and 12K h−1). The sample is first cooled and then heated [120].

Since ∂H/∂T = Cp is the true thermodynamic heat capacity at equilibrium, CDSC
p

accounts for it and all the other possible contributions caused by the nonequilibrium
state of the system (or by the changes in its properties). For this reason CDSC

p is

also the apparent specific heat, that is, CDSC
p = Cp,app. Figure 16 shows Cp,app

results in 5-methyl-2-hexanol.
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In terms of the last equation shown above three conditions are at the basis of
enthalpy changes:

(a) When (∂H/∂xi) = 0, or (dxi/dT ) = 0, (dxi/dt) = 0 and (∂H/∂t) = 0, the
measured value of Cp from a DSC experiment is given by Cp,app = C′

p =
∂H/∂T .

(b) When (∂H/∂xi) /= 0, or (dxi/dT ) /= 0, but (dxi/dt) = 0 and (∂Hh/∂t) =
0, that is, the fast reversible process restoring the original state of the
sample at any time within the T modulation cycle is Cp,app = ∂H/∂T +
[∂H/∂xi(T )](∂xi/∂T ) = C′

p.

(c) When(∂H/∂xi) /= 0, or (dxi/dT ) /= 0, (dxi/dt) /= 0 and (∂H/∂t) /= 0, that is,
because there are slow and irreversible chemical/physical processes occurring
at that T , the original state is not restored during the modulation cycle and
the time-dependent enthalpy is Cp,app /= C′

p.

Figure 17 shows this situation for 5-methyl-2-hexanol in the GT region and also
reports the measured C

′′
p.

B. The Water Heat Capacity

As stated above, when water forms a glass its behavior is unusual. The system
adsorbs or releases thermal energy as a function of thermodynamic variables, indi-
cating the presence of an arrested phenomenon. At Tg the heat capacity detectably
changes from a high-value characteristic of a liquid to a low-value characteristic of
a solid, that is, its degree of freedom is only vibrational. Compared to other molec-
ular liquids, water is also strange in this regard. The GT signature in the measured
specific heat is so weak that the placement of its Tg is controversial [2,121], that
is, it is possible that 130K < Tg < 160K [122]. It is commonly known that glass-
forming liquids, fall into two main classes, fragile and strong [123]. In fragile
glass-forming liquids the change in heat capacity at Tg is sharp and is completed
in just a few degrees. The relaxation time (τ) changes rapidly with temperature,
in VFT fashion. In strong glass-forming liquids with high Tg values the change
in heat capacity requires hundreds of degrees to complete the transition. Some
consider water near its Tg to be a strong glass-forming liquid, but others consider
it fragile [79].

There are two regions of the water phase diagram in which the specific heat
Cp of bulk liquid water has been measured. Figure 18 shows the T -behavior of
Cp measured down to 244.5K, where the obtained data fit the scaling law Cp =
A[(T − Tc)/Tc]−x + B (with A = 0.44, B = 74.3, Tc = 222K, and x = 2.5 [124].

Specific heat data are available in all temperature ranges except that in the No-
Man’s Land. In particular, data are available in the supercooled region (T > 236K),
in the region of H2O vapor deposit (with Tg ∼ 136K), and in the region of the
hyperquenched (LDA) glassy water (estimated at Tg ∼ 165K) [122]. Note that we
can also find the Tg values of some molecular and ionic water solutions in this
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Figure 17. The real and imaginary parts of the specific heat measured during cooling and heating
at a rate of 12K h−1 [120].

low T region. If we compare the calorimetric data measured in these solutions
with the data measured in pure laboratory water, we find that the pure water �Cp

is only 2% of that found in the solutions. In the case of a solution of hydrazine
N2H4, we find Tg ∼ 140K with Cp ∼ 75J mol−1K−1, a value higher than that of
LDA water [122] but lower than that in bulk water immediately below its freezing
point. Calorimetric data of pure bulk water and confined water in an emulsion are
about the same, tend to diverge, and fit a scaling law [124]. In emulsified water at
the lowest studied temperature (T = 236K), we measured Cp ∼ 103J mol−1K−1.
This is one example of what can be found in the No-Man’s Land region. We can
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Figure 18. Heat capacity
of bulk water [124].

look for behaviors along a continuous Cp(T ) path between the large and diverging
value of the supercooled liquid phase, and the tiny value at 130–150K.

Many calorimetric experiments on confined water in the very supercooled
regime have been carried out [125–127]. Recently the heat capacity of nanoscop-
ically confined water was measured using the adiabatic method [128,129] inside
the No-Man’s Land. This technique is particularly appropriate because in water
the specific heat jump (connected with the GT) is small or occurs over a wide T

range. The method is based on the specific properties of a glass as it ages, and
involves directly observing the enthalpy relaxations at different thermal rates. In
these experiments different confining materials like silica gels [128] and nanotubes
[129] of different pore sizes have been used in order to separate the “surface” water
properties from those of “internal” water.

The first adiabatic study was carried out for H2O and D2O water confined
within the voids of silica-gel materials with average pore diameters in the range
1.1 < φ < 52 nm [128]. Most of the water was found to crystallize within pores
that were φ > 2 nm in diameter, but for φ ≤ 2 nm it remained in the liquid state
down to 80K. In particular, it was found that internal water undergoes a GT at 160
and 165K for ordinary and heavy water, respectively, and that the interfacial water
on the pore wall that exhibits a GT over the range 115–139K has only one layer.
Thus, due to the development of an energetically more stable HB network of water
molecules at low T , the GT of bulk supercooled water takes place at ≥160K.

Although it is difficult to identify Tg in water, it is nevertheless interesting, after
the TMSC [130], to also measure adiabatic calorimeters. These measurements are
usually carried out by intermittently heating or cooling the sample under adiabatic
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conditions. The temperature of the sample is increased at a rate R by means of
power P from an initial temperature Ti to a final temperature Tf . The heat capacity is
thus Cp = P/(Tf − Ti). When the sample absorbs or releases heat when it reaches
the equilibrium state, we see a spontaneous temperature drift dT/dt. The enthalpy
relaxation rate is then evaluated by (−dH/dt) = Cp(dT/dt).

As the configurational enthalpy approaches GT, it decreases with T and the
molecular configurational relaxation time τ increases. When the configurational
enthalpy reaches GT, the nonequilibrium relaxations change from nonequilibrium
to equilibrium. Due to the nonergodicity, the nonequilibrium states at a certain
constant T and the corresponding (−dH/dt) relaxations are strongly dependent
on the thermal history of the sample, for example, the pre-cooling rate (Fig. 19).

Figure 19. Relationship
between the relaxation time
τ, the enthalpy H , and
the spontaneous enthalpy re-
laxation rate −dH/dt ob-
served in the dynamic ar-
rest region. Tg was deter-
mined empirically as the
point at which the rapidly
cooled sample showed a
change (against T ) in dH/dt

from positive to negative and
the slowly cooled sample
showed a minimum dH/dt

value [131].
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When the liquid vitrifies through rapid cooling, τ deviates from the equilibrium
dependence at relatively high T , and H becomes much higher than it was in
the equilibrium situation (Fig. 19a). This rapid cooling (or quenching) freezes the
configurational structure such that it corresponds to one at high T , and the enthalpy
will be higher than it was in the equilibrium situation (Fig. 19b). The reverse is true
when T of the glass is increased, that is, τ becomes short and gradually approaches
an observable timescale (e.g., 102 < τ < 106 s). This increase in T corresponds to
the case in which H begins to relax and decrease toward its equilibrium value and
we see an exothermic enthalpy relaxation effect. Because of the shortening of τ

(Fig. 19c), −dH/dt increases with an increase in temperature. A further increase in
T happens when H crosses the equilibrium line near Tg and takes on values smaller
when it was at equilibrium. We see −dH/dt exhibit a positive peak, become zero
as H crosses the equilibrium line, and then take on negative values (Fig. 19c). As
we increase the temperature further, τ becomes increasingly short and the liquid
exhibits no relaxation phenomenon on the experimental timescale. Consequently
dH/dt returns to zero as the glass reaches its equilibrium state.

If we cool the liquid very slowly and it vitrifies, τ and H deviate from their
respective equilibrium lines at a T ′ that is relatively lower—and an H that is
considerably lower—than when the cooling was rapid. When we heat the liquid,
an endothermic enthalpy relaxation appears after H crosses the equilibrium line,
takes on lower values than when it was at equilibrium, and −dH/dt exhibits a
negative peak. As τ becomes shorter with increasing T , H gradually returns to
the equilibrium line at approximately the same T as when the liquid was cooled
rapidly. Depending on the precooling rates, a kind of hysteresis loop is exhibited
in the relaxation rates—which is the calorimetric characteristic of a GT. It has
the same physical origin as the phenomena characterizing the aging processes.
These observations of a set of exothermic and endothermic −dH/dt values for the
rapidly and slowly cooled samples, respectively, indicate the presence of a GT.
The Tg value is empirically determined to be the temperature at which the rapidly
cooled sample shows a change in −dH/dt from heat-evolution to heat-absorption
effects, and the slowly cooled sample shows a maximum in the heat-absorption
effect [131]. In the case of vitrified ice in particular, well defined maxima are
observed in the Cp/T at different temperatures (around 110K) depending on the
treatment of the samples.

We can use this same technique to separately measure the H relaxation rate
−dH/dt or the rate of spontaneous heat release or absorption in water confined in
silica-gel materials [128] and MCM-41 nanopores [132]. The rate of spontaneous
heat release or absorption, in the thermometry periods of heat-capacity measure-
ments upon intermittent heating, gives the correct indication of the water Tg. In
these experiments the enthalpy relaxation −dH/dt is −dH/dt = Cp(dT/dt)/nW,
where Cp is the measured heat capacity and nW is the amount of water within
the pores. In both H2O and D2O, when the sample was cooled rapidly in this
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Figure 20. Spontaneous enthalpy release and absorption rates of the water confined within
nanopores of silica MCM-41 with different pore diameters [132].

temperature range before measurement, heat-release (positive −dH/dt) and then
heat-absorption (negative dH/dt) effects were observed. When the sample was
cooled slowly, on the other hand, only the heat-absorption effect was observed.
This dependence reflects the enthalpy relaxation of the water caused by its struc-
tural change and is characteristic of a GT as described above.

Note that Cp exhibits a very large dominant peak. Calorimetry was performed
in the heating direction, repeating the energy supply and thermometry periods
under adiabatic conditions. Figures 20 and 21 show the MCM sample with φ =
1.2, 1.6, and 1.8 pore sizes for −dH/dt and Cp. Figure 21 also shows, for the
sake of comparison, the specific heat data of ice (dashed line) and bulk water
(T ≥ 270K) [132].
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Figure 21. The molar heat capacity Cp,m measured in water confined in silica nanotubes (MCM-
41 φ =1.2, 1.6, and 1.8nm) [132].

Figure 21 shows that crystallization occurs when the silica nanotubes are 1.8 nm
in diameter, and that water remains liquid up to ≈ 160K when the nanotubes are
1.2 and 1.6 nm in diameter. Our previous analysis of water confined in silica gels
revealed glass transitions at about 115 and 165K and in the case of water confined
in 1.6 nm pores at about 205K. Figure 22 shows data from water confined in
silica-gel voids of φ = 1.1 nm, and also data on emulsified water.

Figure 22. Heat capacity of internal water, emulsified water, and ice [122,132].
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Going under the assumption that the form of the excess Cp(T ) reported in
these latter experiments differs completely from that in common glass formers,
but resembles that of the classical order–disorder transition, an interesting analysis
of these calorimetric data of nanoconfined water has been proposed [122]. Note
that the order–disorder transition (critical point-free) scenario differs little from the
second critical point scenario, which attributes all water anomalies to the existence
of a second critical point.

The important question remains: is this second critical point the key to under-
standing the anomalies of water, or does the cooperation of the configurational
excitations at some parameter or some thermodynamic field choice produce a crit-
ical point? The cooperation of the configurational excitation is implied by the form
of the heat capacity extracted by confined water, in particular, that of water con-
fined in silica-gel materials [128] at φ = 1.1 nm. In this case, water remains in the
liquid state at very low T and shows a Cp peak at approximately 227K (see, e.g.,
Fig. 21). The hump at 227K supports the order–disorder process hypothesis of
water molecules in the liquid state. This silica-gel sample −dH/dt does not give a
water GT at this temperature, the 227K peak can be attributed to an order–disorder
process, and the Tg is located at lower temperatures.

Figure 23 shows the results of a recent TMSC experiment in MCM-41-S con-
fined water with φ = 2.4 and 1.8 nm. Note that there is a close similarity between
these data and the data obtained from adiabatic calorimetry. Their interpretation,
however, is completely different. Taking into account the results obtained for the
water transport coefficients, represented by the NMR and neutron data, the results
obtained for the dynamic fragile-to-strong glass crossover (Fig. 9), and the viola-
tion of the Stokes–Einstein relation (Fig. 10) we can assume that these maxima in
Cp at about 225K are related to the crossover phenomenon and not a GT process.

Taking into account the results of the FTIR experiments (see, e.g., Figs. 11 and
12), we can also assume that these maxima are caused by water polymorphism,
more precisely by the change in the relative populations of the high-density and
low-density liquid water phases that takes place at the crossover temperature TL �
225K. This approach has been confirmed by a consideration of the configurational
contribution to the specific heat (see next section).

VIII. THE NMR AND THE CONFIGURATIONAL HEAT CAPACITY

We now use the NMR chemical shift to measure the configurational specific heat
of a material. This experimental approach can give detailed information on water
inside the very supercooled regime, and focuses on confined water in nanotubes
and in macromolecules of biological interest [133].

Scattering experiments using neutrons and X-rays have given precise
values for the PCF, and thus provided important benchmarks for testing models
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Figure 23. The specific heatCp,app in MCM-41-S confined water measured by using a modulated
calorimeter. The tube diameters are 2.4 nm (upper) and 1.8 nm (lower).

of water structure. Because the PCF represents only an isotropically averaged
measure of the structure, in many cases PCFs may not faithfully reproduce the
subtle hydrogen bond geometry responsible for water’s thermal anomalies. By
measuring the NMR proton chemical shift δ it is possible to provide additional
information on the local hydrogen bond geometry and, in particular, the average
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number of the possible configurations (〈NHB〉) of the local molecular hydrogen
bonding geometry. If a water molecule in a dilute gas is taken to be an isolated-
state benchmark, the chemical shift δ accounts for the change of the value of the
magnetic shielding with respect to that benchmark. Hence, the chemical shift is
related to the interaction of a water molecule with its surroundings, providing a
picture of the intermolecular geometry [134–136]. It was originally proposed that
δ corresponds to the number of hydrogen bonds (HB), NHB, each water molecule
has, especially for the highest T [137]. After many theoretical and experimental
studies it is now assumed that the proton chemical shift in water is a function not
only of the number of HBs but also of the intermolecular distances and angles, that
is, 〈NHB〉 [135]. Thus, a careful study of δ versus T gives details of the thermal
evolution of water configurations, especially in the supercooled regime where an
onset of complex clustering phenomena occurs (similar to percolation [21]) driven
solely by the HB interaction [7,9,19,42]. Here we study confined water in quasi-1D
cylindrical tubes (MCM-41-S) and find that the T derivative of the chemical shift
can give an estimate of the configurational specific heat and measure the water
proton chemical shift as a function of temperature [46,54,75,87,88].

We assume that the NMR chemical shift δ is a linear response of the electronic
structure of a system to an external magnetic field B0, as B(j) = (1 − δj)B0, where
j is an index identifying the chemical environment [138,139]. We measured it in
an NMR experiment using FID. The NMR technique was originally used only to
accurately measure the nuclear magnetic moment. After the discovery of the chem-
ical shift effect, the technique was utilized by the chemical physics community and
it was found that FID yields information about the set of all nuclear species in the
studied sample whose resonance frequencies lie within the harmonic content of
the NMR radio frequency (RF) pulse. Thus, NMR, by means of chemical shift δ,
is selective of the nucleus chosen to be studied and is highly sensitive to its local
environment. In particular, the FID is related to the magnetic shielding tensor σ,
which in turn is related to the local field experienced by the magnetic moment of
the nucleus. The magnetic shielding tensor σ is strongly dependent on the local
electronic environment and can be used to probe the local geometry, in particular,
the hydrogen bond structure of water and aqueous systems and solutions. Of par-
ticular interest are the isotropic part, σiso ≡ Tr(σ/3), and the shielding anisotropy
�σ ≡ σ33 − (σ11 + σ22)/2, where σ11, σ22, and σ33 are the three principal com-
ponents of σ. σiso is experimentally obtained via the measured proton chemical
shift relative to a reference state through the relation [140]

δ = σref
iso − σiso +

(
A − 1

3

)
(χref − χ) (9)

Here χ is the magnetic susceptibility, and the factor A depends on the sample shape
and orientation, for example, A = 1/3 for a spherical sample. Since the magnetic
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field exerted on a proton is B0[1 + (4π/3)χ(T )], the resonance frequency is
ω(T ) = γH0[1 − σ(T ) + (4π/3)χ(T )], where γ is the proton gyromagnetic ratio.
Thus, the deviation of σ(T ) from a reference value gives δ(T ). Since the magnetic
susceptibility for each water molecule, χ0, can be assumed to be T and P indepen-
dent, χ(T ) is given by χ0ρ(T ), where ρ(T ) is the density at temperature T . In the liq-
uid and gas phases, ω(T ) and ρ(T ) can be obtained experimentally. Because water
molecules in the gas phase at 473K are isolated, we can set δg(473K) = 0, where g

designates the gas. Thus, δ(T ) = (ω(T ) − ωg)/ωg − (4π/3)χ0(ρ(T ) − ρg), which
is determined from ω(T ) and ρ(T ). Thus an isolated water molecule in a dilute
gas can be used as a reference for δ, and δ then can provide a rigorous picture of
the intermolecular geometry [134] portraying how water molecules interact with
their surroundings. In liquid water, fast molecular tumbling is used to isotropically
average the shielding tensor, so the NMR frequency only provides information
on σiso. We also cannot detect the �σ contribution because the 1H relaxation is
strongly affected by the magnetic dipole field from nearby protons [140]. How-
ever, δ is directly related to the average number of local configurations in which
a water molecule is involved [134,135]. The water proton chemical shift has also
been studied in a confined geometry using tube diameters of d = 2.4 and 1.4 nm
[88]. Both diameters yield hydration levels of h � 0.5. In this case static NMR
experiments at ambient pressure in the temperature interval 195K < T < 293K
using the NMR spectrometer of the self-diffusion experiment.

Figure 24 shows our δ(T ) data in MCM samples (corrected for the magnetic
susceptibility χ(T ) = χ0ρ(T )), all the experimentally available δ(T ) data in the

Figure 24. The temperature behavior of the water proton chemical shift δ. Our data (squares)
and data from the literature (circles) [133].
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temperature range of stable bulk liquid water, and the δ values from T = 350K
down to 235K of three different samples: large capillaries (80–120 �m) [137],
small capillaries (10–20 �m) [137], and water confined in an emulsion [141].
Although the reference material for the δ data of Refs [137,141] is CH4, all the
measured values after correction fall on a single curve for which the reference
system is a water molecule in a diluted gas under supercritical conditions [134].
Figure 24 shows this for 180K < T < 370K and shows agreement between our data
and the previous δ(T ) measurements. Note that these data from the literature (cir-
cles) show a continuous increase on decreasing T that becomes more pronounced
in the low-temperature region. There is a round-off in δ(T ) with a possible maxi-
mum at approximately 215K. With respect to an isolated water molecule, different
experiments quote δ = 7.4 ppm for a single crystal of hexagonal ice Ih [142] and
the data show that δ(T ) does not evolve in a simple monotonic way from the liq-
uid to the ice phase. The continuous increase in the proton chemical shift, with
T decreasing down to the supercooled regime, was originally understood to be a
cooperative increase in HB formation rate. Thus, there is a rapid increase in short-
range order or “clustering.” The T region below 225K is dominated by the LDL
local structure [88], confirming that this liquid water phase has a local geometry
that differs from the HDL local structure prevalent in the stable liquid regime.

In terms of the reported FTIR data, Fig. 24 shows the relative population of
LDL-like and HDL-like local structures [88,106] in the region 30K< T < 373K,
thus providing a qualitative explanation for the observed δ(T ). Structurally the
temperature range can be divided into three sections: (i) RHDL (T > 250K) dom-
inated by molecules with local HDL geometry, (ii) RLDL (T � 220K) dominated
by local LDL geometry with an intermediate region in which the population of
these local geometries are comparable, and (iii) Rint (220K � T < 250K).

Note that as the temperature decreases δ(T ) shows three different behaviors
in the three different regions: (i) a continuous increase in RHDL, (ii) an inflec-
tion point at approximately 250K with a sudden change in the derivative in the
Rint interval, and (iii) a flattening at approximately 220K followed by a slow
decrease in the RLDL region. These results confirm the main role played by the
LDL and HDL local geometric structure characterized by different local electronic
distributions, and thus by different local environments of the hydrogen atom. A
analysis of their fractional weights allows us to calculate the absolute water density
value ρ(T ) in the range 30K < T < 373K. In addition to the well-known maxi-
mum at 277K, there is a minimum in ρ(T ) at 203 ± 5K [106]. The coefficient of
thermal expansion αρ = −(∂ρ/∂T )p, related to the cross-correlation between the
entropy and volume fluctuations, shows a well-defined maximum on crossing the
Widom line TW(P). In the first interval RHDL, where the normal liquid region
(273–353K) and a region of moderate supercooling are located, δ(T ) increases as
T decreases. Our consideration of the normal liquid region and the supercritical
region is both theoretical and experimental. We find that the proton chemical shift
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reflects the properties of the local order [134,135] in regions in which there is a di-
rect relation between δ(T ) and the average number of hydrogen bonds 〈NHB〉 each
water molecule has, that is, δ(T ) ∝ 〈NHB〉. We apply the thermal evolution of the
LDL and HDL local structures (Fig. 24) to the other two temperature regions, Rint
and RLDL. In both regions the tetrahedral HB network expands as the temperature
decreases.

δ(T ) is related to the number of possible configurations of the water molecules
in the HB network. Since this number is inversely proportional to 〈NHB〉, the
definition of entropy allows us to assume S ≈ −kB ln〈NHB〉. Thus, the T derivative
of the measured fractional chemical shift,

−
(

∂ ln δ(T )

∂T

)
p

≈ −
(

∂ ln〈NHB〉
∂T

)
p

≈
(

∂S

∂T

)
p

(10)

should be proportional to the constant pressure specific heat Cp(T ) (Cp =
T (∂S/∂T )p), a quantity that has never been experimentally measured in the deep
supercooled regime below 250K in liquid bulk water.

The left-hand side of Fig. 25 shows the derivative −T∂ ln δ(T )/∂T obtained
from δ(T ) data [133]. Also shown are the Cp(T ) values measured in bulk water in
the interval 244.5K < T < 290K [124] and the same quantity obtained by means
of a simulation study from the TIP5P model of water for 210K < T < 290K
(right-hand side) [143].
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Figure 25. The temperature derivative of the measured fractional chemical shift −T∂ ln δ(T )/∂T
(solid circles, left-hand side), the specific heat at constant pressure, Cp (right-hand side), measured in
bulk water in the supercooled regime (solid line, Ref. [124]), and Cp calculated for the TIP5P model
of water (solid squares, Ref. [143]).
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All these data display an analogous thermal behavior and, within the error
bars, there is good agreement between the Cp data. The “configurational” specific
heat obtained from the measured δ and the Cp(T ) calculated using simulations
display maxima at approximately the same temperature (� 235K) as the maxi-
mum in (∂ρ/∂T )p [106] upon crossing the Widom line temperature, TW [87,144].
Whereas (∂ρ/∂T )p is directly related to the cross-correlation between the entropy
and volume fluctuations 〈(�S�V )〉, Cp is proportional to the square of the entropy
fluctuations. Note that very recent calorimetric data on water confined in silica gel
in the range 100K < T < 300K show a behavior that agrees with our results [129].

We conclude that NMR proton chemical shift measurements may provide a
new way to estimate the configurational component of the heat capacity Cp(T )
that is the result of the hydrogen bonding of water molecules. Because the NMR
technique also gives the chemical shift of each sample nucleus with a nonzero
spin, it may also be applicable to more complex materials.

IX. CONCLUDING REMARKS

In our wide survey of confined water research, we have examined both experimen-
tal and theoretical studies and have highlighted recent discoveries that strongly
indicate that confined water will soon enable us to effective examine the No-
Man’s Land below the supercooled region. Our most important results indicate
(i) the existence of a dynamic crossover FSC at a precise temperature, (ii) the
existence of the Widom line TW(p), (iii) the breakdown of the Stokes–Einstein
relation for T < TW(p) [87,144–146], (iv) the coincidence that the FSC singular-
ity with the BSE occurs at the same TW gives support to the LLPT theory that liquid
water consists of a mixture of two differing local liquid structures (the LDL and
HDL phases), (v) that there are systematic changes in the static structure factor
S(q) and the corresponding pair correlation function g(r), which reveal that for
T < TW(p) the system resembles more the structure of LDL than HDL, (vi) the
appearance for T < TW(p) of a shoulder in the dynamic structure factor S(q, ω)
at a frequency ω ≈ 60 cm−1 ≈ 2 THz [90], (vii) the rapid increase in the degree
of hydrogen bonding for T < TW(p) [86], (viii) a minimum in the density at low
temperature [91,106], (ix) a scaled equation of state near the critical point [92],
and (x) a clear maximum in the coefficient of thermal expansion at TW ≈ 225K
[106,133], which remarkably is the same temperature as the specific heat maxima,
is the one measured with conventional calorimetry [128], and is the second one
obtained by NMR [133]. It is possible that the phenomena that appear to occur on
crossing the Widom line are in fact not coincidences, but are related to the changes
in local structure that occur when the system changes from the “HDL-like” side
to the “LDL-like” side. In this work, we have reviewed the evidence for changes
in such dynamic transport properties as the diffusion constant and the relaxation
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time. Because these phenomena are evident only in confined water and cannot
be explored in bulk water, it is possible that the physics of bulk water will differ
significantly.

Of paramount importance are the two crossover phenomena observed in protein
hydration water, which, on the basis of the many results we have described, can
be considered responsible for the biological activity of macromolecules, including
RNA and DNA. Neutron measurements of the MSD indicate, surprisingly, that the
crossover temperature of biopolymer and its hydration water are closely synchro-
nized. More precisely, FTIR experiments indicate that when a biosystem restores
its dynamics, the solvent crosses from a strong to a fragile liquid, that is, the HB
networking changes from a thermal state in which LDL dominates to one in which
HDL dominates. At the same time, irreversible denaturation takes place when the
HB numbers decrease to the point at which only a few water molecules are bonded.
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