






•  Recurrent	Neural	Network	for	time-series	model	

•  Dimension-reduction	and		tensor-train	decomposition	

• Matrix	Product	States	and	entanglement	entropy	area	law	

•  Proposal	



Examples: 
 

Ø Stock price 
Ø Weather information 
Ø Traffic current 
Ø …… 



{ 𝑿↓𝒕 }	

Prediction	inference: �
�

�Predict	future	value 
�according	to	past	history	



Typical	Models	for	prediction: �
�

Ø  Auto	Regression(AR)�
Ø Moving	average(MA)�
Ø  ARMA �
Ø  ARIMA �
Ø  ARCH �
Ø GARCH �
Ø …… �



Challenge: 
 
Real systems always have 
high-order nonlinear dynamics, 
especially worse for long-term 
predictions 



•  Time	series	structure	and	prediction	problems	

•  Dimension-reduction	and		tensor-train	decomposition	

• Matrix	Product	States	and	entanglement	entropy	area	law	

•  Proposal	



general	neural	network	structure	 recurrent	neural	network	structure	



general	neural	network	structure	 recurrent	neural	network	structure	



correlations	in	sequential	data	



Example	model:	LSTM	





v Nonlinear	dynamics;	e.g.	traffic	prediction,	weather	prediction	(Yu,	2018)�

complicated nonlinear time correlation 
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•  Conventional	RNN:	only	explicitly	use	data	of	last	moment	(t-1)�
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•  Conventional	RNN:	only	explicitly	use	data	of	last	moment	(t-1)�

h:	hidden	(auxiliary)	units	

x:	time	series	values	

Typical	mathematical	structure	of	conventional	RNN:	  
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•  Conventional	RNN:	only	explicitly	use	data	of	last	moment	(t-1)�

h:	hidden	(auxiliary)	units	

x:	time	series	values	

First-order	Markov	model	

Typical	mathematical	structure	of	conventional	RNN:	  
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•  Conventional	RNN:	only	explicitly	use	data	of	last	moment	(t-1)�
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•  Conventional	RNN:	only	explicitly	use	data	of	last	moment	(t-1)�
•  Current	difficulty:	complex	correlation	in	TS	à requires	longer	history	&	higher	order�
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•  Conventional	RNN:	only	explicitly	use	data	of	last	moment	(t-1)�
•  Current	difficulty:	complex	correlation	in	TS	à requires	longer	history	&	higher	order�

�

First order Markov model: 



•  Conventional	RNN:	only	explicitly	use	data	of	last	moment	(t-1)�
•  Current	difficulty:	complex	correlation	in	TS	à requires	longer	history	&	higher	order�

�

L-lag Markov process: 

First order Markov model: 

𝐝𝐢𝐦�[𝑺↓𝒕−𝟏 ] =𝑯𝑳+𝟏		



•  Conventional	RNN:	only	explicitly	use	data	of	last	moment	(t-1)�
•  Current	difficulty:	complex	correlation	in	TS	à requires	longer	history	&	higher	order�

�
�

�

�

L-th order Markov model: 

First order Markov model: 

P: order of polynomials 



•  Conventional	RNN:	only	explicitly	use	data	of	last	moment	(t-1)�
•  Current	difficulty:	complex	correlation	in	TS	à requires	longer	history	&	higher	order�

�
�

�

Therefore	increase	the	learning	(modeling)	difficulty. �

More	technically,	searched	parameter	space	would	be	way	too	large	

�

L-th order Markov model: 

First order Markov model: 



𝐝𝐢𝐦[𝐩𝐚𝐫𝐚𝐦𝐞𝐭𝐞𝐫 𝐬𝐩𝐚𝐜𝐞]= �
(𝐇𝐋+𝟏)↑𝐏 	

H: number of hidden units 
L: length of time-lag 
P: order of polynomials 



𝐝𝐢𝐦[𝐩𝐚𝐫𝐚𝐦𝐞𝐭𝐞𝐫 𝐬𝐩𝐚𝐜𝐞]=(𝐇𝐋+𝟏)𝐑↑𝟐 𝐏		

H: number of hidden units 
L: length of time-lag 
P: order of polynomials 
R: bond dimension  



𝐝𝐢𝐦[𝐩𝐚𝐫𝐚𝐦𝐞𝐭𝐞𝐫 𝐬𝐩𝐚𝐜𝐞]=(𝐇𝐋+𝟏)𝐑↑𝟐 𝐏		

IMPORTANT			SIMPLIFICATION	



Yu,	etc.	(2017)	

It	works! �
At	least	captures	the	main	trend	

Daily	max-temperature	prediction:	

(Given	2	months	input,	predict	300	days	ahead)	



•  Time	series	structure	and	prediction	problems	

•  Recurrent	Neural	Network	for	time-series	model	
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• Matrix	Product	State	of	1-dim wave-functions:	



• Matrix	Product	State	of	1-dim wave-functions:	



• Matrix	Product	State	of	1-dim wave-functions:	



• General	tensor-network	wave-functions:	

1-dim MPS: 2-dim PEPS: 



• General	tensor-network	wave-functions:	

Generally,	tensor-network	represents	a	tensor	decomposition	from	
higher	order	(dimensional	space)	tensors	to	lower	order	tensors	



Why the heck can we do this ??? 



Density Matrix: 



𝑆↓𝐴 ∝𝑉↓𝐴 	



• Area-law	of	Entanglement	Entropy	of	gapped	many-body	ground	
state:	

𝑆↓𝐴 ∝𝑉↓𝐴 	

𝑆↓𝐴 ∝𝜕𝑉↓𝐴 	



• Area-law	of	Entanglement	Entropy	of	gapped	many-body	ground	
state:	



• Area-law	of	Entanglement	Entropy	of	gapped	many-body	ground	
state:	

And	it	has	been	proved:	MPS	and	PEPS	wave-functions	obey	area	law	
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• Knowledge	we	have:	
1.   RNN	works	for	non-linear	time-series	prediction	
2.   Tensor-train	decomposition	can	simplify	RNN	
3.   Decompositions	correspond	to	MPS	
4.   MPS	works	when	area	law	is	satisfied	

• Simple	question	we	can	ask:	
•  Given	a	time	series,	is	there	a	“area	law”	in	the	structure?	
•  Or	inversely,	what	kind	of	time-series	obey	area	law?	
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It’s not a day-dream, seriously…... 
Example:		
correspondence	between	image-classification	problem	and	
tensor-network	representation	of	many-body	ground	state	



Two	more	interesting	topics…	

• Network	structural	differences	in	decentralized	systems: �

Question:	what’s	the	network	structural	impact	on	credit	records? �

• Machine	learning	for	crowd-funding�





•  Find	the	proper	function	mapping	from	input	to	output:	



•  Find	the	proper	set	of	parameters:	



•  Find	the	proper	set	of	parameters:	

Question:		

Is there a lower-dim Hilbert space 
for the parameter searching? 



•  Find	the	proper	set	of	parameters:	

Idea:		

Correlation/Entanglement structure is the key!!! 



•  Proposal:	

Ø Set	up	the	Hilbert	space	for	a	general	optimization	problem	

Ø Analytical	study:	

v Analyze	the	Hilbert	space	according	to	correlation	behavior	

v Classify	problems	in	restricted	Hilbert	space	

Ø Empirical	study:	

v Test	performance	of	tensor-decomposition	in	different	NN	

Ø Compare	results	from	two	sides	


