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We study a model for a random walk of two classes of particles (A and B). Where both species are present
in the same site, the motion of A’s takes precedence over that of B’s. The model was originally proposed and
analyzed in Maragakis et al. [Phys. Rev. E 77, 020103(R) (2008)]; here we provide additional results. We solve
analytically the diffusion coefficients of the two species in lattices for a number of protocols. In networks, we find
that the probability of a B particle to be free decreases exponentially with the node degree. In scale-free networks,
this leads to localization of the B’s at the hubs and arrest of their motion. To remedy this, we investigate several
strategies to avoid trapping of the B’s, including moving an A instead of the hindered B, allowing a trapped
B to hop with a small probability, biased walk toward non-hub nodes, and limiting the capacity of nodes. We
obtain analytic results for lattices and networks, and we discuss the advantages and shortcomings of the possible
strategies.
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I. INTRODUCTION

The understanding of communication networks and the
interplay between their structure and dynamics has become
an important research topic [1–4]. In previous years, a variety
of routing models have been proposed for the transport of
messages over complex networks using local [5–11] and/or
global characteristics of the underlying systems [12]. These
models are based on single species movement, attempting to
improve the efficiency of information flow.

In this article, we study the transport of messages in an
environment in which they belong to different classes. In our
model, two species, A and B, diffuse independently, but where
both species coexist only the high-priority particles, A, are
allowed to move. This problem describes realistic scenarios in
communication networks. In some networks, such as wireless
sensor networks [13,14], ad hoc networks [15,16], and peer-
to-peer networks [17], data packets traverse the networks in a
random fashion. Even when messages are routed along the
shortest paths, in some networks the statistical properties
of the traffic resembles those of a random walk (see the
Appendix). Routers in communication networks often handle
both high- and low-priority information packets, such as, for
example, in typical multimedia applications. The low-priority
packets are sent out only after all high-priority packets have
been processed [18,19], just as in our model. (For a study
of the jamming transition under a dynamic routing protocol
with priorities, see [20]). In the latter part of the article, we
also consider some realistic extensions such as limited node
capacity or a small probability for movement of a low-priority
message even in the presence of a high-priority one.

We reported initial results for this model in [21]. We have
shown that in lattices and regular networks, both species
diffuse in the usual fashion, but the low-priority B’s diffuse
slower than the A’s. In heterogeneous scale-free networks, the
B’s get mired in the high degree nodes, effectively arresting
their progress. Here we extend and generalize the main results
of [21]. We then propose and analyze strategies to avoid the

halting of the low-priority messages, such as random-walk
models with soft priorities or with a bias, and we discuss their
consequences in the context of communication networks.

II. MODEL DEFINITION

In our model, whenever an A or a B particle is selected
for motion, it hops to one of the nearest-neighbor sites with
equal probability. We investigate two selection protocols. In
the site protocol, a site is selected at random: if it contains
both A and B particles, a high-priority A particle moves
out of the site. A particle of type B moves only if there
are no A’s in the site. If the site is empty, a new choice is made.
In the particle protocol, a particle is randomly selected: if the
particle is an A, it then hops out. A selected B hops only if there
are no A particles in its site. If the selected B is not free, we
consider two subprotocols: (i) redraw: a new choice is made;
(ii) moveA: one of the coexisting A’s is moved instead of the
B. With communication networks in mind, the site protocol
corresponds to the selection of routers, whereas the particle
protocol follows the trajectory of individual data packets.
Note that these protocols belong to the general framework of
zero-range processes, since the hopping rate of each particle
depends only on the number of A’s and B’s in its site (see,
e.g., [22,23] for factorized steady-state solutions and [24,25]
for zero-range processes in networks). Our proposed scheme
can also be described as a “gas of particles” model, where
particle trajectories follow random walks.

As the underlying medium of the random walk, we consider
lattices and two explicit random network models: Erdös-Rényi
(ER) random networks [26,27], where node degrees are
narrowly (Poisson) distributed, and scale-free (SF) networks,
which are known to describe many communication networks
and in particular the Internet [28]. In SF networks, the
degree distribution is broad, characterized by a power-law tail
P (k) ∼ k−γ , when usually 2 < γ < 3 [1–4]. In the following
sections, we will characterize the diffusion of the high- and
low-priority species in the different protocols and media.
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III. ANALYTICAL SOLUTION FOR LATTICES

A. Number of empty sites

We look first at lattices (or regular networks), where each
site has exactly z nearest neighbors. While the A particles
move once they are selected regardless of the B’s, the B’s, on
the other hand, can move only in those sites that are empty of
A’s. Therefore, we begin by considering the number of such
sites, which we will later relate to the diffusion coefficients of
the particles under the priority constraints.

Define the number of sites as N → ∞, and for now focus
on a single species, denoting its particle density by ρ. Let
fj be the average equilibrium fraction of sites that contain j
particles, and consider a Markov chain process whose states,
{0,1,2, . . .}, are the number of particles in a given site. The
{fj }j=0,1,2,... are the stationary probabilities of the chain.

For the site protocol, the transition probabilities are

Pj,j−1 = 1
N

, Pj,j+1 = 1 − f0

N
; (1)

Pj,j = 1 − Pj,j−1 − Pj,j+1 and all other transitions cannot
occur. Indeed, for a site to lose a particle, it needs to be selected,
with probability 1

N
. To gain a particle, one of its z non-empty

neighbors must be chosen—with probability (1 − f0) z
N

—and
this neighbor must send the particle into the original site,
with probability 1

z
. Note that the final result is independent

of the coordination number z, and is therefore independent
of the dimension and the lattice structure. Writing the master
equations with the transition rates (1), we obtain

fj−1(1 − f0) + fj+1 = fj + fj (1 − f0) (2)

and f1 = (1 − f0)f0. This has the solution fj = f0(1 − f0)j .
Imposing particle conservation,

∑∞
j=0 jfj = ρ, we finally

obtain

f
(site)
0 = 1

1 + ρ
. (3)

For the particle protocol, the transition probabilities are

Pj,j−1 = j

Nρ
, Pj,j+1 = 1

N
; (4)

Pj,j = 1 − Pj,j−1 − Pj,j+1 and all other transitions are ex-
cluded. Indeed, for a site to lose a particle, one of its j particles
(out of the total Nρ) needs to be selected. To gain a particle, one
of the zρ particles that reside, on average, in the neighboring
sites has to be chosen and then hop to the original site (with
probability 1

z
). Once again, the result is independent of z. This

time the boundary condition is f1 = ρf0, leading to fj = f0
ρj

j ! .
Imposing the normalization condition

∑∞
j=0 fj = 1,

f
(particle)
0 = e−ρ . (5)

In other words, the {fj } are Poisson-distributed, with average
ρ. This is expected, having in mind that each of the total Nρ
particles is found in any of the lattice sites with probability
equal to 1/N .

B. Diffusion coefficients

We now employ the results of the previous subsection for
the analysis of diffusion with priorities, when both species are

involved. Assume that during the first t steps of the protocol
(either one, counting successful steps only), A has moved nA

times and B has moved nB times (nA + nB = t). The mean-
square displacement of the A particles at time t is

〈
R2

A(t)
〉
=

〈[
nA∑

i=1

−→ri

]2〉

= 〈nA〉
〈
r2
i

〉
= 〈nA〉, (6)

since for the lattice, 〈r2
i 〉 = 1. Denote 〈nA〉 = DAt , such that

〈R2
A(t)〉 = DAt . A similar argument holds for the B particles.

Thus, both species diffuse as in the single-species case, but
due to the priority constraints, the time will be shared unevenly
between the A’s and B’s according to the diffusion coefficients
to be found, DA and DB .

In the site protocol, a particle will surely move if we choose
a non-empty site (containing A, B, or both), which happens
with probability 1 − 1/(1 + ρA + ρB). This is true, because
the particles behave as a single, noninteracting species if one
ignores their labeling, and thus Eq. (3) can be invoked with ρ =
ρA + ρB . An A particle moves if the selected site contains any
number of A’s, which happens with probability ρA/(1 + ρA),
again, from Eq. (3). Therefore, DA = ρA

1+ρA
/(1 − 1

1+ρA+ρB
), or

DA = ρA(1 + ρS)
(1 + ρA)ρS

, DB = ρB

(1 + ρA)ρS

, (7)

where ρS ≡ ρA + ρB and we have used DB = 1 − DA for
the second relation. Simulation results for the site protocol
confirming Eq. (7) were presented in [21].

For the particle protocol, denote the ratio of free B particles
(i.e., B particles not sharing their site with A’s) to all B
particles by r . In the redraw subprotocol, no particle will
move when a non-free B particle is chosen, which happens
with probability (ρB/ρS)(1 − r). In the moveA subprotocol,
any particle will always move (since a non-free B gives its turn
to an A). In both subprotocols, a B particle moves whenever a
free B is chosen, with probability (ρB/ρS)r . Therefore,

D
(redraw)
B = rρB/ρS

1 − (1 − r)ρB/ρS

, D
(moveA)
B = rρB/ρS, (8)

and DA = 1 − DB .
Had the density of B’s been independent of the A’s, then r

would simply be the fraction of sites empty of A, or r = e−ρA .
However, due to the priority constraints, the concentration of
the B’s is not uniform. In Figs. 1(a) and 1(c), we present
simulation results for r . For the redraw subprotocol, the B’s
tend to stick with the A’s, such that r ! e−ρA . For the moveA
protocol, the B’s tend to repel from the A’s (since once an
A enters a site that has B’s, whenever any particle will be
chosen, the A will be forced out), so that r " e−ρA [see the
slight difference at the lower part of Fig. 1(c)]. While we are
not able to solve for r in the general case, the low-density
regime is amenable for a direct solution that displays all the
above-mentioned features.

For low densities, we make the approximation that a single
site cannot contain more than one A or one B. We use again
a Markov chain formulation, but now with just four possible
states to each site: {φ,A,B,AB} (state A corresponds to a
site having one A particle, and similarly for the other states).
We write the transition probabilities as before, to first order in
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FIG. 1. (Color online) Priority diffusion model on lattices. (a)
The probability of a B particle to be free for the redraw subprotocol,
r (redraw), vs ρA. The dashed black line is for Eq. (11) and the red
solid line is for exp(−ρA). Inset: r (redraw) vs ρB . (b) The diffusion
coefficient of the low priority B particles for the redraw subprotocol,
D

(redraw)
B , vs ρA. Solid lines are for Eq. (8) after substituting Eq. (11).

(c), (d) Same as (a) and (b), respectively, for the moveA subprotocol.
In (c), the dotted blue line is for Eq. (11) for the moveA subprotocol,
the solid red line is for exp(−ρA), and the dashed black line is, for
comparison, for Eq. (11) for the redraw subprotocol.

the densities:

Pφ,A = ρA

NρS

, Pφ,B = ρB

NρS

,

PA,φ = 1
NρS

, PA,AB = ρB

NρS

,

(9)
PB,φ = 1

NρS

, PB,AB = ρA

NρS

,

P
(redraw)
AB,B = 1

NρS

, P
(moveA)
AB,B = 2

NρS

.

Unindicated transition probabilities are zero, and the diago-
nal accounts for normalization, Px,x = 1 −

∑
y (=x Px,y . The

justification is similar to that of Eq. (4). For a site to lose a
particle, this particle needs to be chosen out of a total of NρS

particles. For a site to gain an A, one of the zρA particles that
resides, on average, in the neighboring sites has to be chosen
(out of NρS), and then sent to the target site, with probability
1
z
. The probability to gain a B is similar, since in the first-order

approximation we ignore nonfree B’s. The priority constraint
is taken into account by forbidding the transition AB → A.
AB is transformed into B whenever the A is chosen (for the
redraw subprotocol), or whenever either the A or the B is
chosen (for the moveA subprotocol).

From the master equations of the chain, we solve for
r ≡ fB

fB+fAB
to first order:

r (redraw) = 1 − 2ρA + O(ρ2),
(10)

r (moveA) = 1 − ρA + O(ρ2)

(ρ stands for either ρA or ρB). To obtain the next or-
der, allowed states can have two particles of each type

({φ,A,AA,B,AB,AAB,BB,ABB,AABB}), and we take
into account that when a B is chosen, it actually hops only
with probability r [using its first-order expression, Eq. (10)].
This gives

r (redraw) = 1 − 2ρA + 13
4 ρ2

A + O(ρ3),
(11)

r (moveA) = 1 − ρA + 3
4ρ2

A + O(ρ3).

The prediction for r , as well as the diffusion coefficients
obtained on substituting Eq. (11) in (8), compares well with
simulations (Fig. 1). From Eq. (11), it can be seen that r
does not depend on ρB , at least to second order (for both
subprotocols). In fact, our simulations suggest that for the
redraw subprotocol, r is independent of ρB for all densities
[inset of Fig. 1(a)]. Intuitively, this happens because the
probability for a B to be free is dictated by the presence of A
particles and not by other B particles. In contrast, in the moveA
subprotocol r is increasing with ρB as the probability of an A
particle to be pushed out of a site increases with increasing
ρB [inset of Fig. 1(c)]. Comparing the expansion of r in
the two subprotocols with e−ρA = 1 − ρA + 1

2ρ2
A + O(ρ3), we

find r (redraw) ! e−ρA ! r (moveA), as expected.

IV. PRIORITY DIFFUSION IN NETWORKS

We now turn to heterogeneous networks, where the degree
k varies from site to site. We focus on the particle protocol,
and later we will discuss briefly the site protocol, which
yields qualitatively similar results. We start with the fraction
of empty sites of degree k, f

(k)
0 . Consider a network with

only one particle species and define a Markov chain on the
states {0,1,2, . . .} for the number of particles in a given site of
degree k. The stationary probabilities are f

(k)
j . The chain has

the transition probabilities

Pj,j−1 = j

Nρ
, Pj,j+1 = k

〈k〉
1
N

; (12)

Pj,j = 1 − Pj,j−1 − Pj,j+1 and all other probabilities are zero.
Pj,j−1 is same as in Eq. (4). For a site to gain a particle, a
neighboring site must first be chosen, and there are k such
sites. Since the neighbor is arrived at by following a random
link, the probability that it has degree k′ is k′P (k′)/〈k〉 (see,
e.g., [29]), and in that case, it will have, on average, ρk′/〈k〉
particles (see below or, e.g., [30]). Since the particle is sent
back to the original site with probability 1/k′, the overall
probability for the original site to gain a particle is

k

∞∑

k′=1

[
k′P (k′)

〈k〉

ρk′

〈k〉

Nρ

1
k′

]

= k

〈k〉
1
N

. (13)

Solving for the stationary probabilities while keeping in mind
that

∑
j f

(k)
j = 1, one finds

f
(k)
j = f

(k)
0

(ρk/〈k〉)j

j !
, f

(k)
0 = exp(−ρk/〈k〉). (14)

Note that for regular networks, when all sites have the same
degree, this reduces to Eq. (5), f0 = e−ρ . The average number
of particles in a site of degree k is

∑∞
j=0 jf

(k)
j = ρk/〈k〉, as

expected.
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When both species are involved, consider the redraw
subprotocol where the A’s move independently of the B’s,
and define that in one time step each particle has on average
one moving attempt. At each time step, a B particle in a node of
degree k has, on average, probability exp(−ρAk/〈k〉) to jump
out [Eq. (14)], since this is the probability of that site to have
no A’s (assuming that the interaction between species is weak,
as in lattices for large ρA [21]). This results in an exponential
distribution of waiting times (for a B particle):

ψk(t) = 1
τk

e−t/τk , (15)

with τk ≡ exp(ρAk/〈k〉). Simulation results confirming
Eqs. (14) and (15) were shown in [21].

The exponentially long waiting time (in the degree k) means
that in heterogeneous networks such as scale-free networks—
where the degrees may span several orders of magnitude—the
B particles get mired in the hubs (high degree nodes). The
problem is exacerbated by the fact that the B particles are
drawn to the hubs even in the absence of A’s: the presence of
A’s only amplifies this tendency. In fact, the concentration
of the B’s is proportional to k exp(ρAk/〈k〉). To see this,
denote by n

(B)
i the number of B’s at node i. The probability

of a B to hop from node i to a neighboring node j in one
time step is pB(i,j ) = exp(−ρAki/〈k〉) 1

ki
, the product of the

probability that node i is free of A’s [exp(−ρAki/〈k〉)] and the
probability the particle is sent to node j (1/ki). In equilibrium,
the number of B’s getting in and out of a node should be
equal:

∑
j n

(B)
i pB(i,j ) =

∑
j n

(B)
j pB(j,i), and these equations

are satisfied by n
(B)
i ∝ ki exp(ρAki/〈k〉) [with the prefactor

calculated from
∑

k P (k)n(B)(k) = ρB]. This is confirmed in
Fig. 2(a). Therefore, in large scale-free networks the B’s collect
at the hubs and their diffusion is effectively halted.

Using n(B) ∼ k exp(ρAk/〈k〉), the probability of a ran-
dom particle to reside in a node of degree k is G(k) ∼
k exp(ρAk/〈k〉)P (k), where P (k) is the degree distribution.
We can now use G(k) to find the waiting time distribution
of a random particle, ψ(t). Since ψk(t) is relatively narrow,
we replace it by a δ function ψk(t) = δ(t − τk), or t(k) =
exp(ρAk/〈k〉). For SF networks where P (k) ∼ k−γ , changing
variables ψ(t)dt = G(k)dk gives

ψ(t) ∼ 1

lnγ−1 t
. (16)

The waiting time distribution is therefore broad, with some
particles stalling for very long times. Equation (16) for the
waiting time distribution in SF networks is compared to
simulations in Fig. 2(b), as well as to the much narrower
distribution in ER networks. Equation (16) is expected to
hold only up to time exp(ρAkmax/〈k〉), where kmax ∼ Nb, with
b = 1/2 for 2 < γ < 3 and b = 1

γ−1 for γ # 3 [32,33].
Analytical and simulation results have so far assumed that

the system is in equilibrium. Specifically, in each simulation,
we used a “burn-in” period of 2000 Monte Carlo steps.
To investigate the dynamics of reaching equilibrium, we
examined, in Fig. 3, the rate at which the concentration profile
n(k) approaches its equilibrium form. This was quantified as
the sum of squared differences (SSDs) between the profiles at

(a)

(b)

FIG. 2. (Color online) The priority diffusion model on scale-free
networks. (a) The average concentration of low-priority particles, nB ,
vs the node degree k for the redraw subprotocol in the case of scale-
free networks (γ = 3, k # 2; generated as in [31]; symbols). Curves
for different values of ρB were normalized to collapse. The solid line
stands for 〈nB〉 ∼ k exp(ρAk/〈k〉). (b) The distribution of waiting
times ψ(t) for ρA = ρB = 1 for the case of the redraw subprotocol
in scale-free networks (black squares) and ER networks with 〈k〉 = 4
(red circles). The black solid line represents Eq. (16), ψ(t) ∼ 1

lnγ−1 t
,

further divided by t to account for the fact that during our simulations,
waiting times are sampled with probability inversely proportional to
their duration (e.g., short waiting times are sampled more than long
waiting times).

consecutive time points:

SSD(t) =
km∑

k=2

[〈nt (k)〉 − 〈nt−1(k)〉]2, (17)

where 〈nt (k)〉 is the average particle concentration (either A’s
or B’s) at nodes of degree k at time t , and we set km = 50. The
results are shown in Fig. 3 for two classes of initial conditions:
(i) A’s and B’s are randomly distributed over all nodes
[Fig. 3(a)] and (ii) all A’s are placed in the largest hub and all
B’s are placed in the second largest hub [Fig. 3(b)]. Uniform
distribution has been also tested and produces similar results
as in Fig. 3(a). In both cases, both species of particles reach
equilibrium rapidly, but interestingly, B particles equilibrate
slower than A’s for uniform initial conditions and faster
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(a)

(b)

FIG. 3. (Color online) The dynamics of the approach to equilib-
rium in the priority diffusion model. In each panel, the sum of squared
differences (SSDs) between the concentration profiles 〈n(k)〉 at suc-
cessive time steps is plotted for both particle species. (a) A and B par-
ticles are randomly assigned an initial node. (b) All A particles are ini-
tially placed in the largest hub and all B particles are placed in the sec-
ond largest hub. The overall concentrations were ρA = 1 and ρB = 1.

when initially placed on the hub. This happens because in
equilibrium, most B’s are at the hubs, and therefore, if they
start at the hub they will tend to remain in place. However, if the
B’s are initially uniformly distributed, the priority constraints
will slow them down on their way to reaching the hubs.

For the site protocol, the analytical approach presented in
this section is not directly applicable, because transition prob-
abilities for different degrees cannot be decoupled. Intuitively,
however, it is clear that also for the site protocol the number of
particles increases with the site degree. To see this, consider
again a single species, and assume that the concentration ρ is
large enough that selected sites are never empty. For a given
site, the probability to lose a particle is 1/N (the probability
of the site to be selected). The probability to gain a particle is
approximately 1

N

∑
j

1
kj

, where the sum is over all k neighbors
of the site. Since the latter term scales as k, the number of
gained particles is expected to increase with the site degree.
With two species, that would again imply trapping of the
low-priority particles, just as in the particle protocol. This
behavior is demonstrated in Fig. 4.

FIG. 4. (Color online) The site protocol on scale-free networks.
Plotted is the average concentration of the low-priority particles, nB ,
vs the node degree k for the site protocol on scale-free networks
(γ = 3, k # 2). The concentration increases with the node degree
in a complex manner involving two phases (for which we have no
theoretical arguments); the location of the transition point is in fact
time-dependent (not shown).

To summarize so far, the combination of (i) a heterogeneous
network structure, (ii) a random walk, and (iii) a strict priority
policy leads to slowing down of the low-priority particles.
In the next section, we investigate strategies to enhance the
mobility of the B particles even under priority constraints.

V. STRATEGIES TO AVOID TRAPPING OF B’s

Given a heterogenous network structure, how can one
implement a random walk with priorities and yet guarantee
the low-priority particles are not halted?

A. moveA subprotocol

Recall the moveA subprotocol, in which A’s mobility is
driven both by a selection of A’s and by a selection of arrested
B’s. For this subprotocol, there is no trapping of the B’s since
A’s do not aggregate at the hubs, but are rather rejected from
them. Once an A arrives into a node with many B’s, there is
high probability for a B to be chosen and push the A outside
the node. For this subprotocol, we numerically show that the
probability of a site to be empty of A’s decays slower than
exponentially in k, and that the average waiting time for a B
is short and almost independent of the degree (Fig. 5).

B. Soft priorities

Consider a soft priority model, in which a B, when
colocalized with A’s, has a small probability ε of leaving the
site. As we show below, this results in enhanced diffusion of
the B’s, even for networks.

Consider lattices first. An analytical solution can be derived
as in the strict priority model (Sec. III B), if the last line of
Eq. (9) becomes

P
(redraw)
AB,B = 1

NρS

, P
(moveA)
AB,B = 2 − ε

NρS

,

(18)
P

(redraw)
AB,A = ε

NρS

, P
(moveA)
AB,A = ε

NρS

.
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(a)

(b)

FIG. 5. (Color online) The moveA protocol in networks. (a) The
fraction of sites empty of A particles, f

(k)
0 , vs the node degree k. The

solid red line stands for exp(−ρAk/〈k〉), the expression for the redraw
protocol. (b) The average waiting time 〈tk〉 vs the node degree k. For
large k, the waiting time is close to a constant.

Using the last equation, the fraction of free B’s, up to first
order, is

r (redraw) = 1 − 2
1 + ε

ρA + O(ρ2),
(19)

r (moveA) = 1 − ρA + O(ρ2).

As in Sec. III B, the first-order solution can be substituted in
the equations for the larger Markov chain that allows for two
particles of the same species in a single site. Here, a B will
be free to move with probability r + (1 − r)ε. Solving the
second-order problem, we find

r (redraw) = 1 − 2
1 + ε

ρA + 13 + 2ε − 3ε2

2(1 + ε)2(2 + ε)
ρ2

A + O(ρ3),

r (moveA) = 1 − ρA + 3 − ε

4
ρ2

A + O(ρ3). (20)

Note that Eq. (20) reduces to Eq. (11) in the case ε = 0, and to
the series expansion of e−ρA for ε = 1 (no priorities, A’s and
B’s are independent). Equation (20) is compared to simulations
in Fig. 6(a) . As for the case of strict priorities, r is independent
of ρB and approaches e−ρA for large densities. The diffusion

(a)

(b)

FIG. 6. (Color online) Soft priorities on lattices. (a) The proba-
bility of a B particle to be free in lattices with soft priorities, r

(redraw)
soft ,

vs ρA. The B particle density is ρB = ρA. Solid black and dashed
red lines are for Eq. (20); the dotted blue line stands for exp(−ρA).
(b) The diffusion coefficient of the B particles, D(redraw)

B;soft , vs ρA. Lines
are for Eq. (21).

coefficients are

D
(redraw)
B = [r + (1 − r)ε]ρB/ρS

1 − (1 − r)(1 − ε)ρB/ρS

,

(21)
D

(moveA)
B = [r + (1 − r)ε]ρB/ρS.

Equation (21) is compared to simulations in Fig. 6(b). As
expected, the diffusion of the B’s is always accelerated
whenever ε > 0 for the redraw subprotocol. For the moveA
subprotocol, r decreases with increasing ε, since A’s are
rejected from sites that have B’s less often than in the ε = 0
case. However, at least for small ρA, the diffusion coefficient
for the B’s increases with ε: for small ρA, r (moveA) is very
weakly dependent on ε [Eq. (20)], while D

(moveA)
B increases

linearly with ε [Eq. (21)].
For networks, consider the particle protocol in the redraw

version. B particles can move if either (i) they are free, with
probability exp(−ρAk/〈k〉), or (ii) if they coexist with an A but
are allowed to jump, with probability ε[1 − exp(−ρAk/〈k〉)].
The average waiting time is the inverse of the hopping
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(a)

(b)

FIG. 7. (Color online) Soft priorities on networks. (a) The average
waiting time of B particles, 〈tk〉, vs k, for the case of soft priorities
redraw subprotocol (scale-free networks with γ = 3 and k # 2; ρA =
ρB = 1). Solid lines are for Eq. (22). (b) The distribution of waiting
times ψε(t) for ε = 0 (open squares), ε = 0.1 (blue squares), and
ε = 0.3 (red dots).

probability:

τk = 1
exp(−ρAk/〈k〉) + ε[1 − exp(−ρAk/〈k〉)]

. (22)

From Eq. (22), even for k → ∞, τk ∼ ε−1 and thus it diverges
with k only for ε = 0. This is confirmed in simulations
[Fig. 7(a)]. Therefore, even the slightest escape probability is
sufficient to avoid the trapping of the low-priority particles. In
Fig. 7(b), we plot the distribution of the low-priority particles
waiting times, ψε(t), for different values of ε. As expected, for
t + ε−1 the decay is exponential.

C. Avoiding hubs

One of the necessary conditions leading to the trapping of
the B’s is the tendency of random walkers to concentrate at the
hubs. This can be restrained if one assumes that each node is
familiar with the degrees of its neighbors, and can thus avoid
high degree nodes whenever possible. Consider the following
model, where particles choose their next step according to the

following rule [34]:

Pij =
kα
j∑

m kα
m

, (23)

where j is a neighbor of i and the sum runs over all neighbors.
Writing again a Markov chain for the number of particles per
site (for a single species), the transition probabilities are

Pj,j−1 = j

Nρ
, Pj,j+1 = k1+α

〈k1+α〉
1
N

. (24)

The probability to gain a particle was calculated as follows.
Each neighboring node of the given site has probabil-
ity k′P (k′)/〈k〉 to have degree k′, and it has on average
ρk′1+α/〈k1+α〉 particles [34]. The neighbor sends the particle
to the given site with probability kα/ k′〈k1+α〉

〈k〉 [34]. Thus, the
probability to gain a particle is

k

∞∑

k′=1



k′P (k′)
〈k〉

ρk′1+α

〈k1+α〉

Nρ

kα

k′〈k1+α〉
〈k〉



 = 1
N

k1+α

〈k1+α〉
. (25)

(a)

(b)

FIG. 8. (Color online) The avoid hubs protocol. (a) The fraction
of empty sites for one species, f (k)

0 , vs the node degree k. Lines stand
for Eq. (26). (b) The average waiting time of B particles, 〈tk〉, vs k.
Solid lines correspond to 〈tk〉 = 1/f

(k)
0 = exp(ρk1+α/〈k1+α〉).
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Following the same steps as before, this leads to

f
(k)
0 = exp

(
− ρk1+α

〈k1+α〉

)
. (26)

Equation (26) is compared to simulations in Fig. 8(a). For
α = −1, f

(k)
0 is independent of k and we recover the lattice

case. Whenever α > −1, particles tend to aggregate at the hubs
as before, leading again to trapping of low-priority particles.
When α < −1, particles are attracted to the small nodes. How-
ever, since there are many small nodes, this does not lead to any
further halting of the B’s. This is demonstrated in Fig. 8(b),
where the average waiting time of the B’s is plotted versus
α. Requiring nodes to be aware of their neighbors’ degrees is
reasonable in the context of communication networks, since
this information can be attached to messages or exchanged
between the nodes. Similar ideas were developed in [35] in the
context of routing in communication networks. The drawback

(a)

(b)

FIG. 9. (Color online) Limited node capacity for one species. The
fraction of empty sites for one species, f

(k)
0 , vs the node degree k for

(a) constant capacity m = 3 and (b) variable capacity m(k) = 3k.
Full symbols present simulation results. Solid lines correspond to
Eq. (28), while dashed lines correspond to the infinite capacity case,
f0 = exp(−ρk/〈k〉).

of the method is that by avoiding the hubs, it takes the particles
more time to cover the network.

D. Limited node capacity

In real communication applications, routers may be able to
store only a limited amount of information. In our model, this
constraint would translate to a limited number of particles in
a node, such that particles cannot jump into nodes that have
reached their capacity [36,37]. The analysis of such a model
is complicated by the fact that particles are interacting even
for a single species; for example, when the capacity is one
particle per node, the particles are effectively fermions [38,39].
We could nevertheless find an approximation to the fraction
of empty sites. For concreteness, assume that each node has
capacity m(k) and that the single-species particle density is ρ.
At each time step, a particle, selected at random, attempts to
jump into one of its neighbors. However, if that neighbor is
full, the jump is unsuccessful and the particle remains in place.
Using again the Markov chain for the number of particles per
site, and similarly to [39], the transition probabilities for a node

(a)

(b)

FIG. 10. (Color online) The priority diffusion model with limited
node capacity. (a) The average number of B particles, 〈nB〉, vs k, for
the case of limited node capacity with m(k) = 2k. The black dashed
line corresponds to the capacity, nB = m(k). (b) The average waiting
time, 〈tk〉, vs k. Full symbols are for limited capacity; empty symbols
are for infinite capacity.
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of degree k are

Pj,j−1 = j

Nρ

∞∑

k′=1

k′P (k′)
〈k〉

(
1 − f

(k′)
m(k′)

)
≡ jC

Nρ
,

(27)

Pj,j+1 = k

∞∑

k′=1

k′P (k′)
〈k〉

n(k′)
Nρ

1
k′ = k

N〈k〉
(j < m(k)).

The probability to lose a particle is j/(Nρ), but then multiplied
by the probability that the neighbor site is not full, (1 − fm).
Since fm could be different for different degrees, we need
to condition on the neighbor’s degree, but as the sum does
not depend on either k or j , it is a constant that depends
on ρ and 〈k〉 only and will be found later by computing the
average density. In the second line, the probability to gain a
particle is as in Secs. IV and V C, except that we denote the
average number of particles in a site of degree k′ as n(k′). Using
the relation

∑
k P (k)n(k) = ρ, the final transition probability

is in fact as in the unconstrained case. Using Eq. (27) and the
normalization condition, it can be shown that the stationary
probabilities satisfy [for j = 0,1, . . . ,m(k)]

f
(k)
j =

(
ρk

C〈k〉
)j/

j !
∑m(k)

j ′=0

(
ρk

C〈k〉
)j ′/

j ′!
. (28)

The constant C is found by solving

∞∑

k=1

P (k)

∑m(k)
j=1

(
ρk

C〈k〉
)j/(j − 1)!

∑m(k)
j=0

(
ρk

C〈k〉
)j/

j !
= ρ, (29)

an equation which also appeared in [36]. Clearly, for
m(k) →∞, C → 1, and we reproduce the results of Sec. IV.
Equation (28) (for j = 0) is compared to simulations in Fig. 9.

With two species and the priority constraint, a reasonable
choice for the capacity is m(k) ∝ k, since nodes with larger
degrees are usually more powerful and can handle more
information. As shown in [36] [see also Fig. 9(b)], the motion

of the A particles is not expected to be seriously affected due
to the finite capacity. However, we have seen in Sec. IV that
in the absence of capacity constraints, the B’s concentration
grows as k exp(ρAk/〈k〉). When finite capacity is imposed,
B’s are not able to aggregate at the hubs as before, and their
mobility is thus expected to be enhanced. This is demonstrated
in Fig. 10, where we plot the average concentration and the
average waiting times for the B particles.

VI. SUMMARY

In summary, we introduced and analyzed a random walk
model with two species, A and B, where the motion of
one species (A) has precedence over that of the other. Our
analytical results are summarized in Table I. We obtained
expressions for the diffusion coefficients in regular networks
and lattices for three possible particle selection protocols. In
networks, we showed that the key quantity of the number
of sites occupied by low-priority particles only decreases
exponentially with the site degree. The consequence of this
finding was an exponentially increasing concentration of the
low-priority particles in the hubs, followed by extremely long
waiting times between consecutive hops. We used simulations
to confirm this picture.

We then studied several strategies to improve the mobility
of the low-priority particles while maintaining the priority
constraint. In the first strategy, we suggested that a selected
B that is unable to move will enforce hopping of a coexisting
high-priority A. This results in the A’s being repelled out of
sites with many B’s and prevention of the B’s trapping. The
second strategy was to allow B particles to jump ahead of
the A’s with a small probability. We obtained the diffusion
coefficients of the two species in lattices and showed that
in networks, whenever the hopping probability is non-zero,
the average waiting time of the B’s is finite even at the
hubs. We then also considered modifying the nature of the

TABLE I. The analytical results derived in this paper. For lattices, three protocols were considered: a site-selection protocol and a
particle-selection protocol with either redraw or moveA subprotocols when a B is selected in a site in which A’s are also present. We calculated
the fraction of empty sites, f0, for one species of density ρ as well as the diffusion coefficient of the B’s, DB , for two species of densities ρA

and ρB (ρS = ρA + ρB ). For the particle protocols, we calculated a low-density approximation for r , the probability of a B particle to be free.
ε is a “soft priority” probability to move a B particle in the presence of A’s. For networks, the first two rows show the fraction of empty sites,
f0, either for normal diffusion or when hubs are avoided, or when the capacity at the nodes is limited. k is the degree, 〈k〉 is the average degree,
α is the degree-preference exponent (sites are visited with probability proportional to kα), m(k) is the capacity of a node of degree k, and C is a
normalization coefficient calculated from Eq. (29). The final two rows provide additional quantities for networks: τk is the average time spent
in a node of degree k (here, soft priorities are also included), ψk(t) is the distribution of waiting times of B particles at sites of degree k, ψ(t)
is the distribution of all waiting times, and nB (k) is the average number of B particles at a node of degree k.

Lattices f0 r DB

Site prot. 1
1+ρ

ρB

(1+ρA)ρS

redraw prot. e−ρ 1 − 2
1+ε

ρA + 13+2ε−3ε2

2(1+ε)2(2+ε) ρ
2
A + O(ρ3) [r+(1−r)ε]ρB/ρS

1−(1−r)(1−ε)ρB/ρS

moveA prot. e−ρ 1 − ρA + 3−ε
4 ρ2

A + O(ρ3) [r + (1 − r)ε]ρB/ρS

Networks Normal Avoid hubs Limited capacity
f0 exp(−ρk/〈k〉) exp(−ρk1+α/〈k1+α〉) [

∑m(k)
j=0 ( ρk

C〈k〉 )j /j !]−1

τk ψk(t) ψ(t) nB (k)
[f0 + ε(1 − f0)]−1 ∼e−t/τk ∼[lnγ−1 t]−1 ∼k exp(ρk/〈k〉)
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random walk to preferential hopping into non-hub nodes, and
we showed that this strategy distributes the particles more
evenly, increasing the chances for a low-priority particle to
be free to move. Finally, we showed that limiting the queue
size at each node can also prohibit the overcrowding of
particles at the hubs. We note, however, that in the last two
cases, while the waiting times of the low-priority particles
are shorter, the number of hops they would need to cover the
network is expected to increase. We believe that our analytical
and numerical results, for a wide variety of communication
protocols and strategies, will be useful for communication
network designers whenever protocols involve randomness
and priority assignments.
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APPENDIX: SHORTEST PATH ROUTING

In this appendix, we show that the statistical properties of
traffic in homogeneous networks with shortest path routing
resemble, for some networks, those of a random walk.
Consider an all-pairs communication model, where packets
are sent from all nodes to all other nodes along the shortest
paths. Denote the source node as i and the destination as j .
At each intermediate node m along the path, the packet must
be sent to the neighbor of m closest to j . If the network is
homogeneous, we expect the next node on the path to be, with
roughly equal probability, any of the neighbors of m, similar
to a random walk. To test this, we numerically calculated the
fraction of messages routed through each link (which is also

FIG. 11. (Color online) P (R), the distribution of R, the fraction
of messages that are routed through a link emerging from a node
of degree k. Results are averages over five realizations for the case
of k = 5. Black squares are for scale-free networks (γ = 3,k # 2),
open red circles are for ER with 〈k〉 = 3, and open blue triangles
are for ER with 〈k〉 = 5. Note that the x axis is scaled by 1/k. The
distribution is narrowly centered around 1/k for ER networks, but
not for SF networks.

the betweenness centrality [40]) in our model networks. We
compared this quantity, which we call R, to 1/k (k is the degree
of the node from where the message was sent), the probability
to route through the link in the case of a random walk. We found
that indeed, for the relatively homogeneous regular and ER
networks, the probability of routing through a link is narrowly
distributed around 1/k (Fig. 11). For the heterogeneous SF
networks, the distribution of routing probabilities is wider,
since most shortest paths visit specifically the hubs. Thus, as
long as the network is homogeneous, our model is expected to
describe, at least qualitatively, also the traffic resulting from
shortest path routing with priorities.
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